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[57] ABSTRACT

In a recursive (zeros and poles) filter having input and
output signals y and y, and having impulse response /.
apparatus and method for obtaining the convolution y,
= yxh, using either the convolution integral or using the
discrete Fourier transform (DFT). When using the
convolution integral the apparatus first computes the
impulse response &, then obtains the response y, in a
convolver while when using the DFT the apparatus first
computes the transfer function H, then obtains the
frequency spectrum Sy, of response y,. By implement-
ing the recursive filter as a matched clutter filter, the
error normally associated with this type filter is mini-
mized.

21 Claims, 11 Drawing Figures
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1

RECURSIVE FILTER IMPLEMENTED AS A
MATCHED CLUTTER FILTER

BACKGROUND OF THE INVENTION

The present invention rclates to signal processing
using matched filters, correlators, convolvers, Fourier
analyzers, inverse Fourier analyzers, and more particu-
larly to signal processors which measure the impulse
response /1, the transfer function H, and coherence
function y? of two signals y and x in real time. The
signals y and x, for example, may be the received and
transmitted signals in a radar, sonar, communication
system, or the output and input of an amplifier, re-
ceiver, or even more complex device.

The Fourier transform F of signals y and x are given
by

S0 F{)
S.=F{x} (h

from which three power spectra and corresponding
time correlations may be computed. These are the
cross and auto power spectra and correlations

Gur =S,8,* R,,=F{G,.}
Gyy = S,S,* Ry, =F7! {Giul}
G, =S,5.* 'RL,=[-“{G,_,} 2)

where the asterisk indicates a complex conjugate and
F~!' is the inverse Fourier transform of the quantity
indicated. The correlations and their Fourier trans-
forms are given by

Ry.=  y()x(t+7)dt G,.=F{R,,}
Ry =  y()y(t+r7)dt Gu=F{Ry)
Ror.= x{(1) x{(t+7)dt Grr=F{Rn} (3

Signal x is related to the signal y by the transfer func-

tion H and impulse response /1
S, G
—— = F
H=g =4 h=F'{H} (4)

In the foregoing the impulse response 1 and transfer
function H are equivalent statements in the time and
frequency domains of the relationship between the
signals y and x which may be considered as received
and transmitted signals in a receiver or as outputs and
inputs of a system under test. In some applications
however, the measurement desired is not the relation-
ship between signals but the causality between signals.
This type measurement is obtained by computing the
coherence function which is given by :

2
,_ _Gus

Y = GiGor

F=F{y} (5)

where ? is a value lying between O and 1. In view of

equations (4), equation (5) can also be written as fol-
lows
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HG,, L
"'J:T r=#r} (6)

which provides an alternative method for computing
the coherence function,

It is a well known fact in the radar and communica-
tions arts that the output of a linear filter S, is related
to its input S, by the filter transfer function H,

Su, = Subly = Gt (M
where S, and S, represent the frequency spectra of the
output signal y, and input signal y respectively. The
second part of equation (7) is obtained by multiplying
and dividing the first part-by S.*.

The output signal y, may be obtained using any one
of the following algorithms

yo= Fy(Ohh(1—7)dt=_ JR,(t)h'/(1—7)dt
vo = FH{S,H,} = F{G,H
Vo= Jalt) y(t=7)ydt— Sfbh()y, (1 —r1)dt

where the integrals denote finite sums in practice. Thus
the output of a filter can be obtained in one of a num-
ber of ways; by direct use of the convolution integral in
the first of equations (8), by first using equation (7) to
obtain the frequency spectrum S, and then using the
inverse Fourier transform in the second of cquations
(8), or by using the difference equations in the last of
cquations (8).

A number of useful ways of designing filters are
known in the present filter art including direct convolu-
tion, fast convolution, and recursive filtering. In direct
convolution the filter is realized by computing the con-
volution integral, in fast convolution by using the fast
Fourier transform (FET) or chirp-Z transform (CZT)
to compute S, and then inverse transforming, and in
recursive filtering by using linear difference equations.
A given filter design can be obtained in a general pur-
pose computer or using special purpose hardware.
TABLE 1 is provided showing the number of opera-
tions which must be performed when implementing
linear filters.

TABLE |
DIRECT’

PROCESSOR CONVO- FAST RECURSIVE
TYPE LUTION CONVOLUTION  FILTERING
SERIAL N Nlog,N NM
CASCADE N N N
PARALLEL - N log,N M
ARRAY 1 1 1

where N > M > Nlog,N and designations for the pro-
cessor type indicate the time sequence for performing
the operations indicated in the table.

As indicated by TABLE 1 a serial processor performs
N2 operations in time sequence to obtain a direct con-
volution while fast convolution and recursive filtering
reduce the number of operations by factors log,N/N
and M/N respectively. If the operations are cascaded,
paralleled, or arrayed fewer operations are needed and
these are obtained in less time but with more software
and/or hardware. Thus 1 array operation of an array
processor produces the same result at N serial opera-
tions in a serial processor to obtain a direct convolu-
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tion. The execution time of the array processor is there--

fore the least but its complexity is the greatest since
each operation in the array processor requires redun-
dant software and/or hardware which is what is traded
for speed. In practice software implementations of the
fast convolution, and recursive filtering techniques and
with cascading, paralleling, and arraying the opera-
tions, has resulted in considerable savings in execution
times. As example, if the execution time of a general
purpose computer is 1 millisecond/operation then the
execution. of a serial processor fast convolution is
Nlog,N milliseconds and this becomes quite large even
for modest values of N. Cascading, paralleling, and
arraying computers quickly increases the cost. As a

consequence, while the general purpose computer-has -

the potential it falls short in many applications which
require short execution times and in many.other appli-
cations which require real time operation. Special pur-
pose hardware is known in the present art having exe-
cution times on the order of 1 microsecond/operation
and these are indicated for many applications where
the processing must be accomplished in real time. FFT
hardware has been discussed in the article by Bergland
“FFT Transform Hardware Implementations-An Over-
view’” appearing in-the June 1969 issue of IEEE Trans-
actions on Audio and Electroacoustics and in the arti-
cle by Groginsky and Works *‘A Pipeline Fast Fourier
Transform™ appearing in the November 1970 issue of
IEEE Transactions on Computers. Analog and digital
filters are discussed in a number of publications includ-
ing the article by Squire et al *Linear Signal Processing
and Ultrasonic Transversal Filters” appearing in the
November 1969 issue of IEEE Transactions on Micro-
wave Theory and Techniques, in the book by Gold and
Rader “Digital Processing of Signals” McGraw-Hill
1969, and in the book edited by Rabiner and Rader
“Digital Signal Processing™ IEEE Press 1972.

[t is a well known fact in the present filter art that the
number of opérations in a filter grows with the number
of zeros r and poles m in the filter. Furthermore it is
known that non-recursive (zeros only) filters are easy
to implement. Because "their impulse responses. are
finite they can be implemented using the fast convolu-
tion with result that the number of operations grow
only as log,r. The computational savings can be impres-
sive when r is-large. While recursive (zeros and poles)
filters too can be implemented using the fast convolu-
tion as well as recursive filtering their impulse response
is infinite and they put severe conditions on their imple-
mentations with result that the number of operations
grows at a rate much higher than log,m. As a conse-
quence the computational savings for m large are ob-
tained less efficiently. This can all be seen in the article
by Voelcker and Hartquist “Digital Filtering Via Block
Recursion” appearing in the reference by Rabiner and
Rader. Thus while the non-recursive filter obtains the
growth rate log,N (r = N) the recursive filter obtains
the rate M > log,N (m = IV) as shown in TABLE 1. As

a consequence while the general purpose computer and -,

special purpose hardware have the potential they both
fall short in many applications which require the imple-
mentation of a recursive type filter., ;

A filter is said to be matched when either transfer
functions defined by equation (7) satisfy

St : - S
W ; h.=F7{H}

H,
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~ -continued

PR

O INE

where IN|? is the power spectrum of the noise or clut-

ter which interferes with the signal y in the filter. The

output of a matched filter is obtained by using equation
(9) in equation.(7)

Examples of matched filters may be obtained by
specifying the power spectrum |N|? of the interference
in equations (9) and (10); when

et =rF{H'} 9)

(l,,,

4 )
Niv|

= IN I_. Yo = F—l

EN I2 = c:(:ns;tanl

H,=§,* H,/ =1
Su" - Gu.r
Yo = Ryr an

Thus when |N| 2= constant, for example thermal noise,
the filter is matched for thermal noise when the transfer
function H, is implemented as the complex conjugate
S,* of the signal x and the filter output represents the
cross correlation R,,.. This is the most familiar case
encountered in practice and has been discussed in a
number of publications, for example in chapter 9 in the
book by Skolnik ‘‘Introduction to Radar Systems”
McGraw-Hill 1962. ‘Another important case arises
when the interference resembles the signal itself, when

2
'N' = Uy
Se* 1 Gyr o =_L_
He= G 3,756 T G
xF or ¥ o -
. Gu S
5”"_ Ger - S =H

vo=F'{H}=h _ , (12)
Thus when |N |2=G,,, the transfer function H, can be
implemented in one of a number of ways as shown in
the second of equations (.12) and the filter output rep-
resents the impulse response /1 of signals y and x. This

case has been discussed in a number of publications,

for example in section 12.4 of Skolnik who describes-a

matched filter for clutter rejection and in the article by
Roth “Effective Measurements using Digital Signal
Analysis’* appearing in the April 1971 issue of IEEE
Spectrum. Yet another interesting case arises when the

interference resembles the combination of signals,

when

IN I2 = (Guu("n,)%

5 o
I ee———— T 1,
He (GuuGorr )% (GuuGrr) A

G".l‘
o GuG%

Sy

yo=F{y}=T (13)
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Thus when NI2l= (G,,G.)"?, the transfer function
assumes the form shown in the second of equations
(13) and the filter output represents the Fourier trans-
form of the square root of the coherence function *.
This case has been described by Carter et al “The
Smoothed Coherence Transform™ appearing in the
October 1973 issue of IEEE (Lett) Proceedings. In the
present disclosure the term “matched filter” will be
used to denote a matched filter for thermal noise for
which | N|2 = constant while the term ““matched clutter
filter” will denote a matched filter for clutter for which
| N|2 is a function of frequency.

From the foregoing it can be concluded, first, that
once the nature of the interference is specified the
matched filter is known, second, the filter can be imple-
mented in any one of a number of ways using equations
(8) and, third, the matched filter is a non-recursive
(zeros only) type filter while the matched clutter filter
is a recursive (zeros and poles) type filter. As a conse-
quence, it is to be expected that the matched filter is a
simple apparatus based on R,, and G, while the
matched clutter filter is a complex apparatus based on
hand HorT and y.

The matched filter based on Ry, and G, is useful in
many practical applications especially where there
exists little or no interference except thermal noise and
signal y almost identically therefore resembles signal x.
The matched clutter filter based on A and H is useful
when the interference resembles signal x and signal y is
a complex signal, for example a group or plurality of
closely spaced overlapping signals each signal in the
group being almost identical to signal x. The matched
clutter filter based on I" and v is useful when the inter-
ference resembles the product of signals y and x, for
example when both signals y and x have been mixed.

The problem at hand is to obtain a better measure-
ment of the time delay and frequency relationships of
signals y and x in a clutter environment. Such measure-
ments are needed in applications involving the arrival
of multiple closely spaced and overlapping signals y
following transmission of a signal x, for example in
radar, sonar, and communications applications and in
applications involving the frequency response of a sys-
tem under test, for example a communication line, an
amplifier and so forth. In such applications the mea-
surement of the impulse response i and its transfer
function H

Gus
h= [ —="—¢% do

e H=F{n} (14)

have better time resolution and frequency response
than the cross correlation Ry, and its power spectrum
Gur ‘

Ry, = J G, "' do G, =F{R,} (15)

The better measurements afforded by equation (14)
over equation (15) are obtained by dividing the cross
power spectrum G,, by the auto power spectrum G,
or, alternatively in view of equation (4), by dividing the
frequency spectrum S, by the frequency spectrum S,.
This is the problem discussed both by Skolnik and
Roth. It has also been suggested ad hoc by Carter et al
that an even better result is obtained by dividing the
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cross power spectrum G, by the square root of the
product of auto correfations (G,,G...)'"*. As discussed
previously, the whitening process of dividing the cross
power spectrum G, by the power spectrum |NJ* of the
interference results in a matched filter for the particu-
lar type of interference which is being specified in the
matching.

The benefits which are to be derived from the mea-
surement of the impulse response A, transfer function
H, and coherence function y? are threefold; first, it’
becomes possible to unambiguously determine the time
delay between signals even though the signals may have
complex shapes or forms, components, codings, close
arrival spacings of components and overlappings, scc-
ond, it becomes possible to accurately determine the
performance of a system under test, and third, it be-
comes possible to determine the effect of noise. To
achieve these three important situations the present art
proceeds in a certain sequence of steps; first it obtains
the transfer function H, of the filter in one of three
canonical forms (direct, cascade, parallel) then obtains
the filter architecture. Unfortunately however the pro-
cedure is limited since the system errors, especially the
input quantization and transfer function quantization
errors, impose severe restrictions upon the physical
implementations of the filter, which for the particular
case of a filter with a large number of poles results in a
highly inefficient and uneconomic apparatus in the
present art. As will become apparent during the course
of the disclosure the present invention overcomes these
serious deficiencies in the present filter art by imple-
menting the recursive filter as a matched clutter filter.
In general, computations of the convolution integral
can be made using general purpose computers or using
special purpose hardware with the latter offering signif-
icant savings in computational speeds and costs in a
large number of applications. However, while the de-
sign of a matched filter involves the relatively simple
problem of designing a filter having no poles and only
zeros, the corresponding design of a matched clutter
filter involves the increasingly difficult problem of de-
signing a filter having both poles and zeros and this
reflects directly in the weight, size, power consump-
tion, and cost of both the software and hardware which
may be used. Matched clutter filters are therefore more
complex and costly devices when compared to simple
matched filters and for this reason are not generally
available for mass consumption and use. In fact the
design of a matched clutter filter for real time opera-
tion becomes almost prohibitive since a large amount
of paralleling of elemental hardare building blocks
becomes necessary in order to achieve the desired
speedup of the signal processing throughput. This can
all be seen in the article by Bergland.

From the foregoing it is clear that making the needed
computations using special purpose hardware offers
the potential benefit of high speed processing but while
this is easily said it is not easily done. The fact is that

" recursive filters are complex and costly devices and

60

65

have not found extensive use in practice. Thus while
the present art has the potential it has failed to provide
simple and economic apparatus and method for imple-
menting recursive filters, for example for computing
the impulse response A, transfer function H, and coher-
ence function 2.

What is important in the decision to implement a
matched clutter filter is the accuracy and ambiguity
which can be tolerated in the desired result. As exam-
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ple, many applications can be satisfied with a simple
matched filter comprising a single correlator-and a
single Fourier analyzer to obtain the cross correlation
R, and cross power spectrum G, from which the
relationship between signals y and x may be obtained to
within some low but tolerable accuracy and ambiguity.
If higher accuracy and less ambiguity are desired in the
application then a complex matched filter must be
implemented comprising perhaps a number of correla-
tors and Fourier analyzers to obtain the impulse re-
sponse /1 and transfer function H. In practical terms the
desire for higher accuracy and less ambiguity requires
the whitening process of dividing the cross power spec-
trum G, by the auto power spectrum G, as discussed
in the article by Roth or, in some applications, dividing
the cross power spectrum G, by the square root of the
product of auto power spectra (G,,,G,.-)"* as discussed
by Carter et al. Thus the accuracy and ambiguity reso-
lution which is required in a given application will de-
termine the degree and type of whitening which is re-
quired in the application and consequently will deter-
mine the complexity -of the apparatus which is to be
used. In general, the measurement of the impulse re-
sponse /& based upon the whitened cross power spectra
G,./G.r or G, /(G,,Gr)'? is a more complex mea-
surement than is the measurement of the cross correla-
tion R,,, based upon the unwhitened cross power spec-
trum G,, and consequently the apparatus of the
matched clutter filter is more complex than that for the
matched filter.

Once the selection of the whitening process is made
in a given application the problem reduces to the im-
plementation of apparatus having the highest possible
speed and lowest possible weight, size, power consump-
tion and cost. In general the transforms represented by
equations (8) present an excessive computational load
for a general purpose computer and a heavy load even
for a digital computer structured for signal processing.
For example, a straightforward linear transformation in
a computer that takes a sequence of N data points into
a sequence of N transform points may be regarded as a
multiplication by a vector N? matrix. A direct imple-
mentation therefore requires N* words of storage and
N2 multipliers (simultaneous multiplications). However
it is well known that in a correlation or convolution
integral one can take advantage of the fast Fourier
transform algorithm (FFT) which requires only about
Nlog,N calculations instead of N* and for N large the
time and storage space saved becomes quite significant.
This can all be seen in the article by Stockham “High
Speed Convolution and Correlation’ appearing in the
1966 Spring Joint Computer Conference AFIPS Conf
Proc vol 28, Washington, DC; Spartan pp 229-233.

Matched filters, correlators, and convolvers for per-
forming the computations of matched filtering, cross
and auto correlation, and convolution are known in the
art which require only 2N words of storage and N mul-
tipliers. These make their computations in the time
domain and are discussed in a number of publications
including the paper by Whitehouse et al “High Speed
Serial Access Linear Transform Implementations”
Naval Undersea Center, San Diego, CA 92132 January
1973. In general apparatus fall into two broad catego-
ries; those employing acoustic means and non-acoustic
means. Included in the former category are sonic, mag-
netostrictive, acoustic surface waves, and opto-acous-
tic filters while the latter category comprises charge
coupled devices (CCD), binary shift registers (BSR),
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8

and random access memories-(RAM). Acoustic filters
have been described in the paper by Squire et al “'Lin-
ear Signal Processing and Ultrasonic. Transversal Fil-
ters” appearing in the November 1969 issue of IEEE
Transadtions on Microwave Theory and Techniques
and in the paper by Holland and Claiborne *Practical
Acoustic Wave Devices' appearing in the May 1974
issue of IEEE Proceedings while non-acoustic filters
have been described in the paper by Byram et al **Sig-
nal Processing Device Technology™ appcaring in the
Proceedings of the NATO Advanced Study Institute on
Signal Processing held at the University of Technology,
Loughborough, U.K. on Aug. 21 through Sept. 1, 1972,
and in the papers by Kosonocky and Buss et al appear-
ing in Technical Session 2 “‘Introduction to Charge
Coupled Devices” 1974 Wescon, Los Angeles Sept. 10
through 13, 1974, In particular, digital implementa-
tions for matched filters, correlators, and convolvers
havc been disclosed in my copending applications Ser.
Nos. 595,240 filed July 11, 1975 (a continuation-in-
part of 450,606 filed Mar. 13, 1974, now abandoned
and 479,872 filed June 17, 1974 now U.S. Pat. No.
3,950,635. : - _
Fourier analyzers for performing the computations o

the Fourier transform and inverse Fourier transforms
are well known in the present art. These make their
computations generally in the frequency domain and
employ all-software or all-hardware logic to make the
computations using the Fast Fourier Transform (FFT).
While softwarc devices using FFT offer a decided ad-
vantage over a non FFT computer in that they require

‘NlogsN words of storage and Nlog,N multipliers they

do not possess the simplicity of their counterpart time
domain computers and special purpose FFT hardware.
FFT special purpose hardware are known in the pre-
sent art having only 2N words of storage -and N multi-
pliers and these have been described in the article by
Bergland “FFT Hardware Implementations — an Over-
view” appearing in the June 1969 issue of IEEE Trans-
actions on Audio and Electroacoustics and in the arti-
cle by Groginsky and Works *“ A Pipeline FFT™ appear-
ing in the November 1970 IEEE Transactions on Com-
puters. Hardwired time compression Fourier analyzers
are also known in the present art and these are de-
scribed in Report TB-11 “Real Time — Time Compres-
sion Spectrum Analysis’™ 1971 Signal Analysis Corpo-
ration, Hauppauge, NY 11787, and in Monograph No.
3 “Real Time Signal Processing in the Frequency Do-
main’’ 1973 Federal Scientific Corporation, New York,
NY 10027. Fourier analyzers are compared in Planning
Report No. 23 “Comparison of FFT Analyzers™ Re-
vised April 1973 Federal Scientific Corporation. In
particular, a digital implementation for a FFT proces-
sor has been disclosed in my copending application Ser.
No. 530,748 filed Nov. 4, 1974 now U.S. Pat. No.
3,965,342.

From the foregoing it is clear that while the present
art provides high speed efficient method and apparatus
for implementing matched filters it falls short of provid-
ing such method and apparatus for implementing
matched clutter filters. The situation is particularly
frustrating in signal processing applications in which it
is desired to obtain the impulse response /1, transfer
function H, and coherence function y* for a pair of
complex signals. By making most computations in error

_ sensitive apparatus, the present art is burdened by low

~computational speeds and apparatus having large

weight, size, .power consumption, and cost. To con-
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serve investments in applications for which speed can
be traded the present art achieves savings by making
computations off-line, i.e., not in -real time (storing
signals and using conventional computers).

From this discussion it is clear that in the past the
implementation of a system for the measurement of the
impulse response i, transfer function H, and coherence
function 9* has been accomplished -primarily using
error sensitive devices and for all practical purposes
has not been made commercially available to any great
extent being confined to the laboratory and to certain
industrial and governmental applications where per-
formance is required at any cost.

It is the purpose of the present invention to produce
a matched clutter filter for the measurement of the
impulse response /1, transfer function H, and coherence
function y* which operates in real time and in many
applications betters the efficiency and economy of
apparatus used in the present art.

SUMMARY OF THE INVENTION

This invention provides apparatus and method for
the implementation of a recursive filter and more par-
ticularly for the implementation of a matched clutter
filter. :

The general purpose of the invention is to provide
new and improved recursive filters. Utilizing the system
of the present invention the desired output of a recur-
sive filter may be obtained efficieritly and economically
in real time.

A particular objective of the present invention is to
provide high speed apparatus for the measurement of
the impulse response 4 and its associated transfer func-
tion H and coherence function y? of a pair of signals y
and x, or, alternatively, for the measurement of the
impulse coherence I' and its associated coherence
function y? and transfer function H of a pair of signals
y and x.

Briefly, the present invention provides an efficient
and economic recursive filter for use in real time. The
system is based on the use of the convolution integral
or fast convolution and may be implemented as a serial,
cascade, parallel, or array processor. The design is
conventional up to a point, the important and distin-
guishing feature being the selection of non-recurring
means for processing of poles. While the design of a
conventional recursive filter requires a recurring and
therefore complex architecture the system of the pre-
sent invention uses the simple means of a read-only
memory (ROM) or programmable read-only memory
(PROM) and in this manner significantly reducing the
software and/or hardware required. Typically, in one
embodiment which uses the fast convolution the filter
transfer function H, is obtained at the output of a di-
vider in the form of a ROM or PROM and is multiplied
with the frequency spectrum S, in a multiplier to obtain
the transfer function H after which the impulse re-
sponse h is obtained using an inverse Fourier analyzer.
In another embodiment using the convolution integral
the filter impulse response A, is first obtained from the
transfer function H,, itself obtained in a divider using a
ROM or PROM, and the fiiter output # is then obtained
by computing the convolution A = y#, in a convolver.

In view of the foregoing description, the speed of
operation, simplicity of - construction, and minimal
power consumption and cost of a recursive and
matched clutter filter will become apparent. As a re-
sult, a recursive and matched clutter filter in accor-

0

25

30

35

40

45

50

55

60

65

10

dance with the present invention may be produced
which is fast, simple, efficient, accurate, and economi-
cally suited for use and mass consumption in a wide
variety of applications, for example in the accurate
determination of the frequency response of a system
under test, in the unambiguous determination of
closely spaced overlapping signals in a radar, sonar,
communication system and, in the fast determination
of the causality between two signals. Accordingly, the
present invention may result in the significant increase
of speed of operation and decrease in the weight, size,
power consumption, and costs of radars, sonars, com-
munication systems, and measurement and test equip-
ment.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A, 1B, 1C are block diagrams of systems of
the present invention based on fast convolution;

FIGS. 2A, 2B, 2C are block diagrams of systems of
the present invention based on the convolution inte-
gral;

FIG. 3 is a block diagram of a multiplier-divider
which may be used in connection with the systems of
FIGS. 1 and 2;

FIGS. 4A and 4C are more detailed block diagrams
of the systems of FIGS. 2A and 2B; and

FIGS. 4B and 4D show frequency and power spectra
and corresponding implementations of transfer func-
tions when signal x is a pulse.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIGS. 1A, 1B, and 1C are block diagrams of systems
of the present invention based on the fast convolution.
FIGS. 1A and 1B measure the transfer function H of
two signals y and x appearing at their inputs. The mea-

‘sured transfer function H may be used to compute the

impulse response & and coherence function ¥ as de-
sired. FIG. 1C measures the coherence function y? of
two signals y and x appearing at its input. The measured
coherence function ¥ may be used to compute the
impulse coherence I and transfer function H as de-
sired.

In FIG. 1A signals y and x are inputed to first and
second Fourier analyzers 1 and 2 in recursive filter 10

“and these compute the frequency spectra S, and S,

respectively in accordance with equations (1). Fre-
quency spectrum S, is inputted to a divider 3 which
computes the transfer function H,=1/S, in accordance
with equations (12). Fourier analyzer 2 and divider 3
form first means 4 in recursive filter 10. Frequency
spectrum S, is inputted to a multiplier § which also
receives input the transfer function H, from divider 3
and provides at its output the transfer function H in
accordance with equations (12). Transfer function H
may be inpuited to an inverse Fourier analyzer 6 to
obtain the impulse response h in accordance with equa-
tions (12). Fourier analyzer 1, multiplier 5, and inverse
Fourier analyzer 6 form second means 7 in recursive
filter 10. Power spectra G,, and G, may be obtained
by applying signals y and x to correlators 8 and 9 which
compute auto correlations Ry, and R, in accordance
with equations (3). Auto correlations R, and R, are
inputted to Fourier analyzers 11 and 12 which compute

auto power spectra G, and G, in accordance with

equations (3). Correlator 8 and Fourier analyzer 11
form third means 13 for computing auto power spec-
trum G,,. Correlator 9 and Fourier analyzer 12 form
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g)uth means 14 for computing auto power spectrum’

T

In FIG. 1B signals y and x are inputted to correlator
15 in recursive filter 20 which then computes the cross
correlation R, in accordance with equations (3).
Cross correlation R, is inputted to Fourier analyzer 16
which provides as output the cross power spectrum G,
in accordance ‘with equations (3). Correlator 15 and
Fourier analyzer 16 form fifth means-17 for computing
cross power spectrum G, Signal.x is inputted to fourth
means 14 for computing auto power spectrum G-
Auto power speéctrum G is inputted to a divider 3
which computes the transfer function H,’ = 1/G,; in
accordance with equations (12). Fourth means 14 for
computing auto power spectrum G, and divider 3
form first means 18 in recursive filter 20. Cross power
spectrum Gy, is inputted to a multiplier §'which also
receives input the transfer function H,’ from divider 3
and provides at its output the transfer function H in
accordance with equations (12). The transfer function
H may be inputted to an inverse Fourier analyzer 6 to
obtain the impulse response # in accordance with equa-
tions (12). Fifth means 17 for computing cross power
spectrum G,,, multiplier 5, and inverse Fourier analy-
zer 6 form second means 19 in recursive filter 20. Third
means 13 may be used for computing auto power spec-
trum Gy, -

In FIG. 1C signals y and x are inputted to third and
fourth means 13 and 14 in recursive filter 30 and these
compute auto power spectra Gy, and G, in accor-
dance with equations (3). Auto power spectra Gy, and
G, are inputted to dividers 21 and 3 which compute
‘the functions 1/G,,"" and 1/G;"2.-Functions 1/G,,'?
and 1/G ;" are inputted to a multiplier 22 which com-
putes the transfer function H,' = 1/(GyyGzs)"* in ac-
cordance with equations (13). Third and fourth means
13 and 14 for computing auto power spectra G, and
Gy, dividers 21 and 3, and multiplier 22 form first
means 23 in recursive filter 30. Signals y and x are also
‘inputted to a second means 19 which also receives the
transfer function H,’ from multiplier 22 and provides at
its output the coherence function y and impulse coher-
ence I' as desired and in accordance with equations
(13). R

FIGS. 2A, 2B, and 2C are block diagrams of systems
of the present invention based on the convolution inte-
gral. FIGS. 2A and 2B measure the impulse response h
of two signals y and x appearing at their inputs.. The
impulse response # may be used to compute the trans-
fer function H and coherence function 9* as desired.
FIG. 2C measures the impulse coherence I’ of two
signals y and x appearing at its input. The measured
impulse coherence T’ may be used to compute the co-
herence function y and transfer function H as desired.

In FIG. 2A signal x is inputted to first means 4 in.
recursive filter 20 and this computes the transfer func-
tion H, = 1/, in accordance with equations (12).
Transfer function H; is inputted to an inverse Fourier
analyzer 24 which computes the impulse response A in
accordance with equations (9). Signal y is inputted to a
convolver 25 which also receives input the impulse
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vides at its output the impulse response A in accordance
with the first of equations (8). The impulse response h
may be inputted to a Fourier analyzer 26 to obtain the
transfer function-H = F{h}. Inverse Fourier analyzer
24, convolver 25, and Fourier analyzer 26 form second
means 27a in recursive filter 40. Third and fourth
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means. 13 and 14 may. be used for computing auto
power spectra Gy, and G, : .

In FIG. 2B signal x is inputted to first means 18 in
recursive filter 50 and this computes the transfer func-
tion H,' = 1/G., in accordance with equations (12).
Transfer function H,’ is inputted to an inverse Fourier
analyzer 24 which computes the impulse response h,’
in accordance with equations (9). Signals y and x are
inputted to a correlator 15 which computes the cross
correlation R, in- accordance with equations (3).
Cross. correlation R, is inputted to a convolver 25
which also receives input the impulse response h,*
from inverse Fourier analyzer 24 and provides at its
output the impulse response / in accordance with the
first of equations.(8). The impulse response 4 may be
inputted to a Fourier analyzer 26 to obtain the transfer
function ‘H = F{h}. Inverse Fourier analyzer 24, corre-
lator 15, convolver 25, and Fourier analyzer 26 form
second means 27 in recursive filter 50. Third means 13
may be used to obtain the auto power spectrum G,,.

In FIG. 2C signals y annd x are inputted to first means
23 in recursive filter 60 and this computes the transfer
function H,* = 1/(G,,G:») in accordance with equa-
tions (13). Signals y and x are also inputted to second
means 27 in recursive filter 60 which also receives
input the transfer function H* from first means 23
and computes the impulse coherence I' and coherence
function vy in-accordance with equations (13).

FIG. 3 is a block diagram of a multiplier-divider 70
which may be used in connection with any one of the
systems of FIGS. 1 and 2. In FIG. 3 the power spectra
G,y and G, and the transfer function H or, alterna-
tively, the coherence function v, obtained from one of
the systems of FIGS. 1 and 2, may be inputted to mul-
tiplier-divider 70 to obtain the coherence function y® or
transfer function H2.in accordance with equation (6).
Auto power G, is inputted to a divider 28 which com-
putes the function 1/G,,. Function 1/G, and auto

_power spectrum G, are inputted to a multiplier 29

which computes the ratio G:z/Gy,. Alternatively, put-
ting driver 28 in the path of auto power spectrum Gz
results in multiplier 29 computing the ratio Gu/Ga=-
Transfer function H or coherence function y may be
inputted to a multiplier (squarer) 31 which computes
the square H? or 92 The square H? or * is inputted to
multiplier 32 which also receives input the ratio
G../G,, or Gy,/G., corresponding respectively to in-
puts H? or ¥* and provides at its output the coherent
function y? or square transfer function H? as the case
may be.

FIGS. 4A and 4C are more detailed block diagrams
of the systems of FIGS. 2A and 2B and are given by way
of example.

In FIG. 4A convolver 25 may comprise first and
second N word delay units 33 and 34 in the form of
analog or digital delay lines, shift registers, random
access memories and so forth. Signal y is loaded into
delay unit 33 and signal 4, is loaded into delay unit 34
in the manner shown. Thus signals y and x are made to
travel in opposite directions and the cross convolution
product y(t)h,(t — 7) is obtained in multiplier 35 which
may be in the form of a half-adder (exclusive OR), full
adder and so forth. The cross convolution product yk,
is inputted to low pass filter 36 whose output represents

‘the impulse response k. The digital convolver which

may be utilized has been disclosed in my copending
applications Ser. Nos. 450,606 and 595,240. In particu-
lar, convolver 25 may include a DELTIC circuit or a
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time compressor for speeding up the computation of A,
i.e., for obtaining N products yh,. on each update or
sample of signal y inputted to delay unit 33. This can all
be seen accomplished in detail in my copending appli-
cations Ser. Nos. 450,606 and 595,240. First means 4
may include a Fourier analyzer 2 in the form of a FFT
processor having m = Nlog,N sections 37 each section
having N words and, a divider 3 in one of a number of
analog or digital forms, for example in the form of a
read-only memory (ROM) or programmable read-only
. memory (PROM). A digital FFT processor which may
be utilized has been disclosed in my copending applica-
tion Ser. No. 520,748. Signal x is inputted to the first
section of FFT processor 2 and is processed in the m
sections using the well known FFT algorithm, the out-
put of FFT processor 2 representing the frequency
spectrum S, in the usual scrambled order of frequency
associated with this version of the algorithm. In particu-
lar, FFT processor 2 may include DELTIC circuits or
time compressors for speeding up the computation of
S,, i.e., for obtaining N samples of the frequency spec-
trum S, on each update or sample of signal x inputted
to the first section of FFT processor 2. Frequency spec-
trum S, is inputted to divider 3 simultaneously in N
channels or sweeping the N channels in time and di-
vider 3 computes the transfer function H, = 1/S,. It
should be recognized that divider 3 when implemented
as a ROM or PROM provides a particularly simple and
economic means for implementing the function of
complex division and thus permitting the straightfor-
ward synthesis of a wide variety of recursive filters in
accordance with the teachings of the present invention.
Transfer function H, is inputted to inverse Fourier
analyzer 24 also shown in the form of a FFT processor
and whose output represents the impulse response #,.
A digital FFT processor which may be utilized has been
disclosed in my copending application Ser. No.
520,748. In particular, FFT processor 24 may include a
DELTIC circuit or time compressor for speeding up the
computation of 4,, i.e., for obtaining N samples of the
impulse response h, on each update of transfer function
H, inputted to the first section of FFT processor 24.
Since H, is updated at the same rate as S, and since S,
is updated at the sampling rate of signal x, the impulse
response /1, itself updates at the signal x rate. If signal y
updates at the same rate then, the impulse response i,,
i.e., the coefficients of the convolution integral, is made
available to convolver 25 almost instantaneously (ex-
cept for small delays in first means 4 and FFT processor
24). As a consequence, the matched clutter filter of
FIG. 4A may operate in real time and affords the flexi-
bility of real time programmability of the coefficients
hy. In general, once h, is obtained it can be stored in
delay unit 34 until another set A, is needed and this
capability extends from instantaneously to any time
period gap between loadings of &, as desired.

FIG. 4B shows the frequency spectrum S and trans-
fer function H,. = 1/S, for the particular case where
signal x is a pulse. As shown in the figure, S, assumes a
sin

shape where w is the angular frequency and T is the
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quency spectrum is 1 then the minimum value of H, is
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1. The zeros of S, and poles of H, appear at w, =2an/T
where n=1, 2, . .. In practice ROM 3 cannot be imple-
mented accurately where poles occur. However, the
poles of H, and zeros of S, occur at the same place so
the error which is present for lack of simulation of the
actual H, in divider 3 will cancel out as will be more
fully explained later. Of course, at frequencies removed
from the poles, any degree of accuracy can be obtained
for implementing H, simply by increasing the word size
N, in ROM 3. Of course N words each of size N, are
needed in ROM 3. This is an important feature of the
present invention since the conventional design of a
filter with poles requires a substantial increase in the
redundancy of filter elements and consequently the
complexity and cost of the filter whether implemented
in a general purpose computer or with special purpose
hardward. In the system of the present invention, this
has all been traded for a simple increase in the size of
memory of ROM 3.

In FIG. 4C signals R, and /" are inputted to a
convolver 25, for example as described in connection
with the discussion of FIG. 4A. The output of con-
volver 25 represents the impulse response /2. Signals y
and x are inputted to a cross correlator 15 whose out-
put represents the cross correlation R,,. Signal x is
inputted to an auto correlator 9 whose output repre-
sents the auto correlation R,,. Correlators 15 and 9
may be identical in form with cross convolver 25 ex-
cept that while in the former signals y and x shift with
respect to each other the latter shifts signals in opposite
directions. In particular, correlators 15 and 9 may in-
clude a DELTIC circuit or time compressor for speed-
ing up the outputs of these devices, i.e., for obtaining N
output points on each update or sample of their input
signals. This can all be seen accomplished in detail in
my copending applications Ser. Nos. 450,606 now
abandoned:; 595,240; 435,681 now abandoned and
479,872, a continuation-in-part of 435,681, now U.S.
Pat. No. 3,950,635. The auto correlation R, is input-
ted to Fourier analyzer 12 which may be in the form of
a FFT processor and which computes the auto power
spectrum G,,. A digital FFT processor which may be
utilized has been disclosed in my copending application
Ser. No. 520,748. Auto power spectrum G, is inputted
to a divider 3 in the form of a ROM which computes
the transfer function H,** = 1/G,,. The transfer func-
tion H,* is inputted to an inverse Fourier analyzer 24
which also may be in the form of a FFT processor and
which computes the impulse response .

FIG. 4D shows the auto power spectrum G,.and
transfer function H,*® = 1/G,, for the particular case
where signal x is a pulse. As shown in the figure, G,
assumes a

ol , el )
sin — /“—2

shape where w is the angular frequency and T is the
pulse width. If the maximum amplitude of the auto
power spectrum G, is 1 then the minimum value of of
H,’ is 1. The zeros of G, and poles of H,’ occur at w,
= 27rn/T where n=1, 2, . . . As discussed previously,
the zeroes of G, and poles of H,' will cancel while any
degree of accuracy in implementing H,’ can be ob-
tained simply by increasing the word size of ROM 3.
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As example of the cfficiency of the present invention,

consider the efficiency of the two systems in FIGS. 4A
and 4C. Correlators 15 and 9, and convolver 25 each
require 2N words of storage, FFT processors 12 and 24
each require Nlog,N words of storage, and ROM 3
requires NN, words of storage. As a consequence, the
totals required for the two systems are N(2 + log,N +
N,) and N(6 + log,N + N,) which for N large ap-
proaches 2Nlog,N. This compares with the M >
2Nlog,N efficiency of conventional systems in the pre-
sent art.

As example of the accuracy of the present invention
consider, in a first approximation, the error E, in a
filter as may be obtained directly from equation’(7)

Ey, = E,Ho + E,S, + By = EH + ESGy, + B/ (16)
where E,, E,, E, and E,, E,', E,’ are the signal quanti-
zation, transfer function, and arithmetic quantization
errors respectively in each type system implemented by
transfer functions H, and H,’ respectively. It is impor-
tant to recognize that while in a non-recursive (zeros
only) filter and transfer functions H, and H,’ are
bounded .in amplitude these become unbounded in a
recursive (zeroes and poles) filter and both H, and H,’
and their errors E, and E,’ therefore become infinite.
As a consequence the recursive filter cannot be suc-
cessfully implemented unless some way is found to
reduce the component errors E,,, E,, E,orE, ., E', E,".
This can all be seen in the article by Liu “Effect of
Finite Word Length on the Accuracy of Digital Filters
— A Review" appearing in the November 1971 issue of
IEEE Transactions on Circuit Theory. Thus while the
present recursive filter art has the potential it falls short
of providing error-free filters especially when the num-
ber of poles in the filter is large. The consequence of
this failure in the present art to manage the error prob-
lem has been the general unavailability of accurate,
efficient, and economic filters in a large number of
applications. The system of the present invention on
the other hand overcomes this serious limitation of the
present invention filter art by requiring that the recur-
sive filter by implemented as a matched clutter filter,
This can be best understood by considering equation
(16). It can be seen in this equation that the total error
E, goes to infinity when H,, E, or H,’, E,’ go to infin-
ity. The present invention postulates that the error E,
can be minimized as H,, E, or H,', E,’ go to infinity if
S;; E, or Gy, E,» go to zero and this means that E,
reduces to the finite error E,, or E,’. But this teaching is
precisely the case for the matched clutter filter. This
then is the essence of the present invention, i.e., to
physically implement the recursive filter as a matched
clutter filter. Provided this is done the recursive filter
can be realized directly using the convolution integral
or using the DFT usually with FFT.

In general, correlators take the form of a cross corre-
lator (signal y different from signal x) or an auto corre-
lator (signal y equals signal x). Conventional correla-
tors 8, 9, and 15 may be implemented in analog, digital,
or hybrid forms, for example as suggested in the refer-
ences by Whitehouse et al., Holland and Claiborne,
Byram et al., Kosonocky, Buss et al., and in my copend-
ing applications Ser. Nos. 435,681 and 479,872. Con-
ventional correlators 8, 9, and 15 of course are the
equivalent of matched filters. It will be recognized by
those in the art that conventional correlators, 8, 9 and
15 while generally implementable having 2N words of
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storage and N multipliers, the actual implementation in
certain applications may result in additional simplifica-
tions. For example, a correlator can be implemented
having only a single multiplier for reading out the con-
tents of storage in time sequence. Also, the correlator
when used as a fixed matched filter results in simplifica-
tions of the hardware associated with processing signal
x by virtue of the fact that in a fixed filter signal x is
presumed to be known a priori and thercfore its auto
correlation R, and auto power spectrum G, are also
known and no need exists therefore to compute these
functions; it is only necessary to “code” signal x into
the hardware. .

Conventional convolver 25 may be implemented in
analog, digital, or hybrid forms, for example as sug-
gested in the article by Kino and Shaw ““Signal Process-
ing in Acoustic Wave Devices” appearing in the Au-
gust, 1971 [EEE Spectrum, and in my copending appli-
cations Ser. No. 450,606 and 595,240.

It will be appreciated by those skilled in the art that
the combination of Fourier analyzer 1 and multiplier 5
in FIG. 1a and fifth means 17 and multiplier'5 in FIG.
1b form a frequency domain convolver contrasting to
the time domain convolver 25 of FIGS. 2a and 2b. In
general, the circuit configuration for the frequency and
time domain convolvers which can be used may assume
any well known form, including a programmed digital
computer or more specialized hardwired apparatus, for
example the techniques described in Helms **Fast Fou-
rier Transform Method of Computing Difference Equa-
tions and Simulating Filters™ appearing in the June,
1967 issue of IEEE Trans. on Audio and Electroacous-
tics, and in the reference by Stockham.

Dividers 3, 21, 28 may be implemented in analog,
digital, or hybrid form. For example, analog multipliers
and dividers are discussed in the article by Teeple **I1Cs
are Multiplying” and in the article by Sheingold **Ana-
log function modules are versatile components” both
appearing in the May 1974 issue of Electronic Products
Magazine. Digital muitipliers and dividers which may
be utilized are discussed in a variety of publications, for
example in the book by Bartee *‘Digital Computer Fun-
damentals” Second edition McGraw-Hill 1966, in the
two articles by Schomookler ‘Microelectronics opens
the gate” and **Perform Binary Division Fast™ appear-
ing in the July 5 and July 19, 1966 issues of Electronic
Design and in the two articles by Kostopoulos ‘‘Serial-
Serial Multiplication™ and *‘Serial-Parallel Multiplica-
tion™ appearing in the April 1973 issue of Digital De-
sign. In particular, dividers 3, 21, 28 may be imple-
mented simply as ROMs or PROMs.

It will be appreciated by those skilled in the art that
dividers 3, 21 and 28 can be implemented as an analog
or digital divider and that the analog divider requires a
digital-to-analog (D/A) converter for inputting digital
information and an analog-to-digital (A/D) converter
for outputting digital information. Analog and digital
dividers are well known in the prior art, for example the
Model 551 by Function Modules, Inc. is capable of
operating as a multiplier, divider, or square root extrac-
tor as desired while digital dividers are shown at pages

. 5-32 through 5-44 in the book by Alfke and Larsen
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“The TTL Applications Handbook” Fairchild Semi-
conductor Corp., Mountain View, CA 94042. While
the prior art dividers may be utilized, the preferred
method of the invention is the use of a memory, for
example a random access memory (RAM), read only
memory (ROM), or programmable read only memory
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(PROM). Thus, divider 3 in FIG. 4a can be imple-
mented as a parallel bank of ROMs each having log,N,
address lines with N, representing the digital amplitude
of input frequency spectrum S, from Fourier analyzer 2
and having loggN, outputs with N, also representing,
therefore, the digital amplitude of frequency spectrum
H, being provided to inverse Fourier analyzer 24, In
this manner, the N frequencies of input frequency spec-
trum S, from Fourier analyzer 2 are converted to N
corresponding frequencies of output frequency spec-
trum H, being provided to inverse Fourier analyzer 24.
The corresponding between input and output fre-
quency spectra of divider 3 can be seen by referring to
FIG. 4b which indicates that the output frequency spec-
trum H, is definable at each of the N frequencies
chosen to represent the input frequency spectrum S,.
Accordingly, each channel of divider 3, whether imple-
mented as a prior art divider or as a memory, computes
H,. = 1/§, so that the N inputs representing the input
frequency spectrum S, are converted to N outputs
representing the frequency spectrum H,. Thus, a N
word x N, bit Fourier analyzer 2 would require a di-
vider having N ROMs in parallel, each ROM having N,
words by N, bits. The N, lines from each of the N chan-
nels {frequencies) of Fourier analyzer 2 would be con-
nected respectively to the address inputs of each of the
N ROMS in divider 3. The N word by N, bit outputs of
divider 3 are then connected to the N channels (fre-
quencies) of inverse Fourier analyzer 24,

It will be further appreciated by those skilled in the
art that the foregoing specification by way of example
of N ROMs in parallel comprising divider 3 is indicated
when the N divisions of frequency spectrum S, are
carried out in parallel, i.e., simultaneously, and that
only one ROM is required when the N divisions are
carried out in serial time. Moreover, addressing a
RAM, ROM, or PROM on N, address lines with N,
representing the binary digital amplitude of a general
signal S, can be utilized to obtain N, outputs represent-
ing any desired function of the signal, for example the
divisions 1/S or 1/S as desired, simply by programming
the memory to provide the desired output function
when the function S appears as an address to the mem-
ory. In the system of the present invention divider 3
provides N distinct sample H, each corresponding to
the N applied samples S, according to the division H,=
1/8,. Likewise, dividers 3, 21, and 28 in FIGS. 15, 1c,
2a, 2b, 2¢, and 3 perform similar divisions.

Conventional Fourier analyzers 1, 2, 6, 11, 12, 16,
24, 26 may be implemented in analog, digital, or hybrid
form, for example as suggested in the references by
Gold and Rader, Rabiner and Radar, Report TB-11
Signal Analysis Corporation, Monograph No. 3 Federal
Scientific Corporation and, in my copending applica-
tion Ser. No. 520,748. In particular, it should be under-
stood that while taking the power spectrum has been
disclosed in terms of a correlator followed by a Fourier
analyzer, for example inputting signal y to correlator 8
followed by Fourier analyzer 11 to obtain the auto
power spectrum G, in FIG. 1A, this can also be done
using alternate means, for example see FIG. 11 in the
paper by Buss et al. As a consequence wherein a corre-
lator followed by a Fourier analyzer has been shown by
way of example in FIGS. 1 and 2 for obtaining power
spectra these means may be replaced by a single de-
vice. Thus while the present disclosure for obtaining
power spectra is made using the FFT algorithm, the
invention may be implemented equally well using the
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CZT algorithm. Of course, both the FFT and CZT
algorithms are alternative approaches for performing
the DFT. The particular form of Fourier analyzers 1, 2,
6, 11, 12, 16, 24, 26 is in no way critical for the pur-
poses of this invention. Thus, any one of the FFT con-
figurations described in the reference by Bergland may
prove convenient in particular instances. Also, the
particular configurations described in U.S. Pat. Nos.
3,544,775 issued Dec, 1, 1970 to Bergland et al;
3,588,460 issued June 28, 1971 to Smith; and No.
3,517,173 issued June 23, 1970 to Gilmartin et al., are
suitable for performing the required Fourier transfor-
mation.

It will be appreciated by those skilled in the art that
implementing a parallel bank of clutter filters of the
invention, in a manner reminiscent of a bank of doppler
filters, is possible and provides a system for detecting
waveforms having different bandwidths and time dura-
tions. Thus, while a single matched clutter filter for
computing A of signals y and x provides more accuracy
over a matched filter for computing the correlation
function R, of signal y and x, a bank of matched clut-
ter filters likewise provides more accuracy over a bank
of matched filters. Implementing, therefore, an elec-
tronic processor as a parallel bank of matched clutter
filters of the invention provides a solution to the prob-
lem of electronically obtaining high quality two-dimen-
sional images in a real time synthetic aperture.

From the foregoing it can be seen that the present
invention implements the recursive filter as a matched
clutter filter and in so doing increases the efficiency
and accuracy for such devices. The invention therefore
offers added benefits of high speed using efficient and
economical apparatus in many applications, for exam-
ple providing unambiguous and accurate determina-
tions of /1, H or ', y whose importance have been dis-
cussed in the reference by Roth and by Carter. These
features are obtained using new and improved appara-
tus over the present art.

In many applications it is desirable to combine the
central control afforded by a general purpose computer
with the efficiency and economy provided by special
purpose signal processing devices. Such applications
might require operations which include matched clut-
ter filtering for echo ranging, or for coherent communi-
cations systems, convolution to obtain high resolution
between signals and recursive filtering for general lin-
ear transformations on data vectors. The recursive
filter implemented as a matched clutter filter is a spe-
cial purpose signal processing device which performs
linear operations at rates in excess of the capabilities of
large general purpose computers. Its applications in-
clude and are well suited for the detection, resolution,
and identification of signals and the quantitative deter-
mination of their relationships and causality. Options
for the implementation of recursive filters and matched
clutter filters include both analog and digital means,
their full potential being limited by the technical effi-

" ciency and economic availability of hardware. The
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present invention offers outstanding practical imple-
mentations and should find use in such sophisticated
signal processing tasks as system identification, signal
identification, bit synchronization, bit detection, error
correction, coding, pulse compression, geological and
earthquake signal analysis, medical signal analysis and,
in such diverse system as radar, sonar, communications
systems, electronic and medical test equipment, and so
forth. In particular, the present invention provides, fast
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efficient, accurate, and economic means for the com--

putation of the impulse response h, transfer function H,
and coherence function v? further extending the speed,
efficiency, accuracy, and economic availability for
such devices. As a consequence, the system of the
present invention is expected to make dramatic in-
creases in the speed of operation for such devices and
corresponding reductions in the cost and complexity of
accurately and unambiguously detecting and identify-
ing signals, i.e., in the speedup of operation and lower-
ing of weights, sizes, power consumption, and costs, of
radars, sonars, communications systems, test equip-
ment, and so forth. E
Although a few configurations of a recursive filter
implemented as a matched clutter filter have been
described, it should be understood that the scope of the
invention should not be considered to be limited by the
particular embodiment of the invention shown by way
of illustration but rather by the appendant claims.
I claim:
1. In a recursive (zeros and poles) filter implemented
as a matched clutter filter having input signals y and x,
the improvements comprising:
first means having input signal x and providing at its
output a signal representing the transfer function
H, of said recursive filter; and

second means having input the signal y and signal H,
from said first means and providing at its output at
least one of the convolution signal y,=y*k, and its
frequency spectrum S, . ,

2. The system of claim 1 with

means in the form of at least one of a ROM or PROM
included in said first means for performing the
function of a division.

3. The system of claim 1 wherein

said second means includes an inverse Fourier analy-

zer having the frequency spectrum S, as input and
providing the signal y, as output.

4. The system of claim 1 wherein

said second means includes a Fourier analyzer having

the signal y, as input and providing the frequency
spectrum S, as output.

S. The system of claim 1 with

means included in said first means having signal x as

input and providing the transfer function H,=1/S;
as output. :

6. The system of claim 5 with

means included in said second means having signal y

and transfer function H, = 1/§, as input and pro-
viding the frequency spectrum S, = H= S,/S; as
output.

7. The system of claim 6 with

means included in said second means having the

transfer function H of signals y and x as input and
providing the impulse response 4 as output.

8. The system of claim § with

means included in said second means having signal y

and transfer function H, = 1/, as input and pro-
viding the impulse response y, = k& as output.

9. The system of claim 8 with
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means included in said second means having the
impulse response h as input and providing the
transfer function H of signals y and x as output.

10. The system of claim 1 with

means included in said first means having signal x as
input and providing the transfer function H, =
1/G.» as output.

11. The system of claim 10 with

means included in said second means having signal y
and transfer function H, = 1/G, as input and pro-
viding the frequency spectrum S, = H =
G,:/G »xas output,

12. The system of claim 11 with

means included in said second means having the
transfer function H of signals y and x as input and
providing the impulse response k as output.

13. The system of claim 10 with

means included in said second means having signal y
and transfer function H, = 1/G,, is input and pro-
viding the impulse response y, = & as output.

14. The system of claim 13 with

means included in said second means having the
impulse response k& as input and providing the
transfer function H of signals y and x as output.

15. The system of claim 1 with

means included in said first means having signal x as
input and providing the transfer function H, =
1/(G,yGzz) one-half as output.

‘16. The system of claim 15 with

means included in said second means having signal y
and transfer function H, = 1/(G,,G..) one-half as
input and providing the frequency spectrum §,, =
v = Gyp/(GyyGzy) one-half as output.

17. The system of claim 16 with

means included in said second means having the
coherence function vy as input and providing the
impulse coherence I as output.

18. The system of claim 15 with

means included in said second means having signal y
and transfer function H, = 1/(G,,G:,) one-half as
input and providing the impulse coherence y, = r
as output.

19. The system of claim 18 with .

means included in said second means having the
impulse coherence I' as input and providing the
coherence function vy as output.

20. The system of claim 1 wherein

said first and said second means are implemented
using special purpose hardware.

21. The system of claim 1 including:

third means having input signal y for computing auto
power spectrum Gyy;

fourth means having input signal x for computing
auto power spectrum Gg.; and

means having as inputs, the output of said third and
fourth means and at least one of the transfer func-
tion H of signals y and x and coherence function y
of signals y and x from said second means for com-
puting at least one of the coherence function y*and

transfer function H2
3 * * * *




