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TIME-COMPRESSED CLUTTER
COVARIANCE SIGNAL PROCESSOR

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application is a U.S. national phase of PCT/
US2007/066474 filed Apr. 11, 2007, which claims the benefit
of U.S. Provisional Patent Application Ser. No. 60/791,317,
filed Apr. 11, 2006, both of which are incorporated by refer-
ence herein.

This patent application claims the benefit of priority of
U.S. Provisional Patent Application Ser. No. 60/791,317,
filed Apr. 11,2006, entitled “Time Compressed Clutter Cova-
riance Signal Processor” the entire disclosure of which is
incorporated herein by reference.

STATEMENTS AS TO RIGHTS TO INVENTIONS
MADE UNDER FEDERALLY SPONSORED
RESEARCH OR DEVELOPMENT

This application was supported in part by the Defense
Advanced Research Projects Agency (DARPA) under the
KASSPER Program Grant No. FA8750-04-1-004DARPA.
The government of the United States may have certain rights
in this application

FIELD OF INVENTION

The present invention relates to signal processing, and in
particular to efficient signal processing techniques which
apply time compression solutions that increase signal proces-
sor throughput.

BACKGROUND OF THE INVENTION

In the systems arena two design problems prominently
reign. One has as its fundamental goal the efficient storage of
signals that are produced by a signal source of either artificial
or biological origin, e.g., voice, music, video and computer
data sources. The other relates to the efficient processing of
these signals that may for instance result in their Fourier
transform, covariance, etc. The design of efficient signal stor-
age algorithms relies heavily on source coding. The area of
source coding has a conspicuous recent history and has been
one of the enabling technologies for what is known today as
the information revolution. The reason why this is the case is
because source coding provides a sound practical and theo-
retical measure for the information associated with any signal
source output event and its average value or entropy. This
information can then be used to provide an efficient replace-
ment or source coder for the signal source that can be either
lossless or lossy depending if its output matches that of the
signal source. Examples of lossless source coders are Huff-
man, Entropy, and Arithmetic coders as described in The
Communications Handbook, 1. D. Gibson, ed., IEEE Press,
1997. For the lossy case the standards of JPEG, MPEG and
wavelets based JPEG2000, predictive-transform (PT) source-
coding, etc., have been advanced. See Predictive-Transform
Source Coding with Bit Planes, Feria and Licul, Submitted to
2006 IEEE Conference on Systems, Man and Cybernetics,
October 2006.

The design of efficient signal processing techniques is
approached with a myriad of techniques that, unfortunately,
are not similarly guided by a theoretical framework that
encompasses both lossless and lossy solutions.
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A real-world problem whose high performance is attrib-
uted to its use of an intelligent system (IS) 1s knowledge-aided
(KA) airborne moving target indicator (AMTT) radar such as
found in DARPA’s knowledge aided sensory signal process-
ing expert reasoning (KASSPER). The IS includes two sub-
systems in cascade. The first subsystem is a memory device
containing the intelligence or prior knowledge. The intelli-
gence is clutter whose knowledge facilitates the detection of
a moving target. The clutter is available in the form of syn-
thetic aperture radar (SAR) imagery where each SAR image
requires 4 MB of memory space. Since the required memory
space for SAR imagery is prohibitive, it then becomes nec-
essary fo use ‘lossy’ memory space compression source cod-
ing schemes to address this problem of memory space.

The second subsystem of the IS architecture is the intelli-
gence processor (IP) which is a clutter covariance processor
(CCP). The CCP is characterized by the on-line computation
ofa large number of complex matrices where atypical dimen-
sion for these matrices is 256x256 which results when both
the number of antenna elements and transmitted antenna
pulses during a coherent pulse interval (CPI) is 16. Clearly
these computations significantly slow down the on-line deri-
vation of the pre-requisite clutter covariances.

The present invention addresses these CCP computational
issues using a novel time compression processor coding
methodology that inherently arises as the ‘time compression
dual’ of space compression source coding. Further, missing
from the art is a lossy signal processor that utilizes efficient
signal processing techniques to achieve high speed results
having a high confidence level of accuracy. The present inven-
tion can satisfy one or more of these and other needs.

BRIEF DESCRIPTION OF THE DRAWINGS
FIGURES

FIG. 1 depicts a conventional source coding system;

FIG. 2 depicts a processor coding system in accordance
with an embodiment of the invention;

FIG. 3 depicts an embodiment of an intelligent system in
accordance with the present invention;

FIG. 4 depicts the duality of elements between the two
complementary pillars of Compression-Designs.

FIG. 5 illustrates a block diagram of a KA-AMTT radar
system;

FIG. 6 illustrates an embodiment of a Space-Time Proces-
sor in accordance with the present invention;

FIG. 7 is a SAR image of the Mojave Airport, California;

FIG. 8 is the image of FIG. 7 averaged to yield 64 range
bins;

FIG. 9 is plot of front clutter to noise ratio;

FIG. 10 depicts the structure of a radar-blind clutter coder
in accordance with the present invention;

FIG. 11 depicts the structure of a radar-seeing clutter coder
in accordance with the present invention;

FIG. 12 is a clutter cell centroid plot of the range bins
depicted in FIG. 8;

FI1G. 13 is an embodiment of a clutter covariance processor
component in accordance with the present invention;

FIGS. 14a-144 illustrate the simulation results for range
bin #1 of FIG. 8;

FIG. 15 depicts the antenna pattern of FIG. 5 in more detail;

FIGS. 16a-16b depicts plots of the average and maximum
SINR versus the range bins of FIG. 8;

FIG. 17 depicts a 512 byte radar-blind PT decompressed
SAR image;

FIG. 18 illustrates the RBCC clutter average power for
range bin 1 plotted versus clutter cell number;



US 8,098,196 B2

3

FIG. 19 illustrates the average SINR error for all 64 range
bins;

FIG. 20 illustrates the average SINR error versus range bin
number for the radar seeing case;

FIG. 21 illustrates the average SINR error versus range bin
number for the radar blind case;

FIG. 22 is a plot of SMI-AASE as a function of the ratio of
SMI samples;

FIG. 23 is a block diagram of a PT source coder architec-
ture;

FIG. 24 is a block diagram of a lossy PT encoder;

FIG. 25 is an illustration of transform pre-processing;

FIG. 26 is an illustration of predictive pre-processing;

FIG. 27 is a block diagram of a lossy PT decoder;

FIG. 28 is a block diagram of a lossless PT encoder;

FIG. 29 is an illustration of PT block decomposition;

FIG. 30 is an illustration of amplitude location decompo-
sition;

FIG. 31 is an illustration of boundary decomposition;

FIG. 32 is an illustration of amplitude decomposition;

FIG. 33 is an illustration of magnitude decomposition;

FIG. 34 is a block diagram of a lossless PT decoder;

FIG. 35 is an illustration of zero rows construction;

FIG. 36 is an illustration of boundary bit plane construc-
tion;

FIG. 37 is an illustration of row ones construction;

FIG. 38 is an illustration of bit plane construction; and

FIG. 39 is an illustration of a 512 byte JPEG2000 decom-
pressed SAR image.

DETAILED DESCRIPTION OF THE
ILLUSTRATIVE EMBODIMENTS

InFIG. 1 asource coding system is shown where the output
of the signal source is a discrete random variable X whose
possible realizations belong to a finite alphabet of L elements,
ie,Xe{a,,...,a,} Furthermore, the amount of “informa-
tion” associated with the appearance of the element a, on the
output of the signal source is denoted as I(a,) and is defined in
terms of the probability of a,, p(a,), as follows:

1 (1.1
Ha;) = Ingm

inunits of bits (binary digits). Clearly from this expression
it is noted that a high probability event conveys a small
amount of information while one that rarely occurs conveys a
lot of information. The source entropy is then defined as the
average amount of information in bits/sample H(X) that is
associated with the random variable X. Thus

(1.2)

L
1
HX) = plajlog, ——
;p ® bl

The signal source rate (in bits/sample) is defined by R, and
1s usually significantly greater than the source entropy H(X)
as indicated in FIG. 1. In the same figure, a source coder is
presented which is made up of an encoder followed by a
decoder section. The input of the source coder is the output of
the signal source, while its output is an estimate X of its input
X. The source coder rate is defined as R, and is generally
smaller than the signal source rate R . The source coder will
be lossless (X=X) when R__ is greater than or equal to the
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source entropy H(X) and lossy when R, is smaller that the
source entropy as shown in FIG. 1.

A novel practical and theoretical framework, namely, pro-
cessor coding, which arises as the time dual of source coding
is part of the present invention. Processor coding directly
addresses the problem of designing efficient signal proces-
sors. The aforementioned duality is apparent when it is noted
that the key concern of source coding is memory “space
compression” while that of the novel processor coding meth-
odology is computational “time compression.” Thus, both
source coding and processor coding solutions are noted to be
characterized by compression designs, and thus, the combi-
nation of both coding design approaches is given the name
compression-designs (“Conde”).

In viewing processor coding as the time dual of source
coding, it is first realized that the time duals of bits, informa-
tion, entropy, and a source coder in source coding are bors,
latency, ectropy and a processor coder in processor coding,
respectively. These terms may be described as follows:

1) “Bor” is short for a specified binary operator time delay;

2) “Latency” is the minimum time delay from the input to
a specified scalar output of the signal processor that can be
derived from redesigning the internal structure of the signal
processor subjected to implementation components and
architectural constraints;

3) “Ectropy”, with Greek roots ‘ec’ meaning outside and
‘tropy” to look, is the maximum latency associated withall the
scalar outputs of the signal processor; and

4) *“Processor coder” is the efficient signal processor that is
derived using the processor coding methodology. A processor
coder like a source coder can be either lossless or lossy
depending whether its output matches the original signal
processor output.

InFIG. 2 a processor coding system is depicted where the
output of the signal processor is an M dimensional vector
y=ly., - . . ,¥a] and its input is the N dimensional vector
X=Xy, . .. X]. Furthermore, the amount of “latency” asso-
ciated with the appearance of the element y, on the output of
the signal processor is denoted as L(y,) and as mentioned
earlier is the minimum time delay in time units of bors from
the input x to scalar output y, of the signal processor. The
latency can then be derived from redesigning the internal
structure of the signal processor subjected to implementation
components and architectural constraints. Clearly this defi-
nition implies the more severe the implementation compo-
nents and architectural constraints are the larger the latency.
These constraints are the time dual of probability in source
coding when determining the amount of information. The
ectropy of the signal processor G(y) or processor ectropy is
then the maxinmum latency among all the M latency terms
associate with the M elements of the signal processor output
y, 1.e.,

G(y) =max[ L(y:), ..., Liyu)] (1.3)
Liy;)

The signal processor rate (in bors/y) is R i and is normally
significantly greater than the processor ectropy G(y) as indi-
cated in FIG. 2. In the same figure a processor coder is
presented that is made up of an encoder followed by a decoder
section, The input of the processor coder x is the same as the
input of the signal processor while its output is an estimate ¥
of the signal processor output y. The processor coder rate is
Ry and is smaller than the signal processor rate R,. The
processor coder will be lossless (=y) when R, is greater
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than or equal to the processor ectropy and lossy when its Rz~
is smaller than the processor ectropy as shown in FIG. 2.

The compression-designs or Conde methodology accord-
ing to the present invention have been applied to a simulation
of a real-world intelligent system problem with remarkable
success. More specifically, the methodology has been applied
to the design of a simulated efficient intelligent system for
knowledge aided (KA) airborne moving target indicator
(AMTI) radar that is subjected to severely taxing environ-
mental disturbances. The studied intelligent system includes
clutter in the form of SAR imagery used as the intelligence or
prior knowledge and a clutter covariance processor (CCP)
used as the intelligence processor.

In FIG. 3 the basic structure of the intelligent system is
shown and includes a storage device for the clutter and the
intelligence processor containing a clutter covariance proces-
sor receiving external inputs from the storage device as well
as internal inputs. The internal inputs of the CCP are the
antenna pattern and range bin geometry (APRBG) of the
radar system and the complex clutter steering vectors. This
intelligent system is responsible for the high signal to inter-
ference plus noise ratio (SINR) radar performance achieved
with KA-AMTTI but requires prohibitively expensive storage
and computational requirements. These problems are
addressed using the methodology of the present invention,
Conde, with the following results:

1. For a “lossless” CCP coder to achieve outstanding SINR
radar performance, the source coder that replaces the clutter
source should be designed with knowledge of the radar sys-
tem APRBG: In other words the source coder is radar seeing.
This result yields a compression ratio of 8,192 for the tested
4 MB SAR imagery but has the drawback of requiring knowl-
edge about the radar system before the compression of the
SAR image is made.

2. For a significantly faster “lossy” CCP coder to derive
exceptional SINR radar performance the source coder that
replaces the clutter source can be designed without knowl-
edge of the APRBG and is therefore said to be radar blind.
This result yields the same compression ratio of 8,192 as the
radar seeing case but is preferred since it is significantly
simpler to implement and can be used with any type of radar
system.

The above two results indicate that the combination of
universal, i.e., radar blind, lossy source coders with an
exceedingly fast lossy CCP coder is the key to the derivation
of truly efficient intelligent systems for use in real-world
radar systems and gives rise to the following observations:

1. It suggests a paradigm shift in the design of efficient
signal processors where the emphasis before was placed on
the derivation of lossless efficient signal processors, such as a
lossless Fast Fourier Transform Processor, a lossless Fast
Covariance Processor, etc., without any regard as to how the
processor coder may be used in some particular application
such as the target detection problem associated with radar
systems.

2. The outstanding SINR detection performance derived
with highly compressed prior knowledge, SAR imagery in
the present invention, correlates quite well with how biologi-
cal systems use highly compressed prior knowledge to make
excellent decisions. Consider, for instance, how our brains
expertly recognize a human face that had been viewed only
once before and could not be redrawn with any accuracy,
based only on this prior knowledge.

3. The duality that exists between space and time compres-
sion methodologies is pedagogically, theoretically, and prac-
tically appealing and their combined inner workings is
extraordinary and worthy of notice.
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4. Tt is of interest to note how the system performance
remains high as both the space and time compressions are
increased, suggesting an invariant-like property. As a fasci-
nating and interesting practical example it should be noted
that in physics there exists an observation frame of reference
invariance that clearly constrains the evolution of space and
time as it relates to the fact that the speed of light (in space
over timeunits) is measured to be the same in any observation
frame.

FIG. 4 is a diagrammatic summary of the previously pre-
sented obervations regarding certain characteristics of com-
pression designs. First it is noted that FIG. 4 includes two
columuns. In the left column, space compression source cod-
ing is highlighted, while on the right column, time compres-
sion processor coding is illustrated. Nine different cases are
displayed in this image. CASE 0, appearing in the middle of
the figure, displays the signal source and signal processor for
which one wishes to compress space and time, respectively.
The picture in the middle between the signal source and the
signal processor is composed of three major parts, which are
described as follows:

1) The sun triangles, consisting of eight different triangles,
each represent a different application where the signal source
and signal processor may be used. The intensity of the shad-
ing inside these triangles denotes the application performance
achieved in each case. Note that on the lower right hand side
of the figure a chart is given setting forth the triangle appear-
ance and corresponding application performance level. The
darkest shading is used when an application achieves an opti-
mum performance, whether or not the considered signal
source and signal processor are compressed. Clearly the
application’s performance is optimum and therefore the shad-
ing is darkest for the lossless signal source and signal proces-
sor of CASE 0;

2) The large gray colored circle without a highlighted
boundary represents the amount of memory space required to
store the signal output of the signal source. On the left and
bottom part of the image it is shown how the diameter of the
gray colored circle decreases as the required memory space
decreases. Two cases are displayed. One case corresponds to
the lossless case and the other case corresponds to the lossy
case. The lossy case in turn can be processor blind or proces-
sor seeing which displays an opening in the middle of the gray
circle. Also, it should be noted that for the processor blind
case the boundary of the gray circle is not smooth;

3) An unfilled black circle represents processor speed,
where the reciprocal of its diameter reflects the time taken by
the signal processor to produce an output. In other words the
larger the diameter the faster the processor. On the right and
bottom part of the image two cases of time compression are
displayed. First, the lossless case that has smooth circles and
then the lossy case that does not. CASE 1 displays a “lossless™
source coder using the signal processor of CASE 0 where it is
noted that the only difference between the illustrations for
CASE 0 and CASE 1 1s in the diameter of the space compres-
sion gray circle that is now smaller. CASE 2 is the opposite of
CASE 1 where the diameter of the time compression unfilled
black circle is now larger since the “lossless” processor coder
is faster. CASE 3 combines CASES 1 and 2 resulting in an
optimum solution in all respects, except it may still be taxing
in terms of memory space and computational time require-
ments. CASES 4 thru 8 are “lossy” cases. CASES 4 and 5
pertain to either processor blind or processor seeing source
coder cases where it is noted that the fundamental difference
between the two is that the processor blind case yields a very
poor application performance. On the other hand, the perfor-
mance of the processor seeing case is suboptimum but very
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close to the optimum one. CASE 6 addresses the “lossy”
processor coder case in the presence of a “lossless” source
coder. For this case, everything seems to be satisfactory
except that the required memory of the lossless source coder
may still be too large. CASES 7 and 8 present what occurs
when the two types of lossy source coders are used together
with a “lossy’ processor coder. For these two cases it is found
that the application performance is outstanding. CASE 7, in
particular, is truly remarkable since it was found earlier for
CASE 4 that a radar-blind source coder yields a very poor
application performance when the processor coder is ‘loss-
less’. Thus it is concluded that CASE 7 is preferred over all
other cases since while achieving an outstanding application
performance it is characterized by excellent space and time
compressions.

10
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FIG. 5 depicts an overview of a KA-AMTI radar system. It
includes two major structures. They are: 1) An iso-range ring,
or range bin, for a uniform linear array (ULA) in uniform
constant-velocity motion relative to the ground. Only the
front of the iso-range ring is shown, corresponding to angle
displacements from -90° to 90° relative to the antenna array
boresight; and 2) An AMTI radar composed of an antenna, a
space-time processor (STP) and a detection device. In KA-
AMTI clutter returns are available in the form of SAR imag-
ery thatis obtained from a prior viewing of the area of interest.
From this figure it is also noticed that the range bin is decom-
posed into NC clutter cells. NC is often greater than or equal
to NM, where N is the number of antenna elements and M is
the number of transmitted antenna pulses during a coherent
pulse interval (CPI). In the example presented herein, M=16
and N=16. Table 1 is a summary of the relevant parameters,
including those for M and N.

TABLE 1

a.  Antenna

N=16,M=16,d/A =15 f =10*Hz, f, = 10° Hz,
K =4x10% or 56 dBs, K® = 10~ or —40 dBs,

b.  Clutter N, =256, p =1,41 dBs < 10log,(CNR < 75 dBs,
30,2 =1 forall i, 10log;oCNR? = -40 dBs,

c. Target 0,=0°

d.  Anterma Disturbance 0,2 =1,0,44,=2°

Jammers N;=3,0,=-60°0,=-30°0, =45

10log;40* =34 dBs fori = 1, 2,3, 10log, JNR, = 53 dBs,
10log;¢JNR, = -224 dBs and 10log; (JNR; = 66 dBs

f.  Range Walk p =0.999999

g. Internal Clutter Motion b =35.7, 0 = 15 mph

h. Narrowband CM g;=0forall i,y, forall i fluctuates with a 5° rms

i, Finite Bandwidth CM  Ae=0.001, Ap=0.1°

i.  Angle Dependent CM B = 10° Hz, A8 = 28.6°

k. Sample Matrix Inverse Lsmi=8 x 64 =512, O'dl-a; =10

The time compression processor coding methodology
gives rise to an exceedingly fast clutter covariance processor
compressor (CCPC). The CCPC includes a look up memory
containing a very small number of predicted clutter covari-
ances (PCCs) that are suitably designed off-line (e.g., in
advance) using a discrete number of clutter to noise ratios
(CNRs) and shifted antenna patterns (SAPs), where the SAPs
are mathematical computational artifices not physically
implemented. The on-line selection of the best PCC is
achieved by investigating for each case, e.g., each range bin,
the actual CNR, as well as the clutter cell centroid (CCC),
which conveys information about the best SAP to select. The
CCPC embodying the present invention is both very fast and
yields outstanding SINR radar performance using SAR imag-
ery which is either radar-blind or radar-seeing and has been
compressed by a factor of 8,192. The radar-blind SAR imag-
ery compression results are truly remarkable in view of the
fact that these simple and universal space compressor source
coders cannot be used with a conventional CCP. The
advanced CCPC is a ‘lossy’ processor coder that inherently
arises from a novel practical and theoretical foundation for
signal processing, namely, processor coding, that is the time
compression signal processing dual of space compression
source coding.

As described above, for processing coding the coding con-
cepts include bor (or time delay needed for the execution of
some specified binary operator), latency (or minimum time
delay required to generate a scalar output for a signal proces-
sor after the internal structure of the signal processor has been
redesigned subject to implementation components and archi-
tectural constraints), and ectropy (or maximum latency
among all the latencies derived for the signal processor scalar
outputs), respectively.

35

FIG. 6 illustrates an embodiment of the STP architecture in
accordance with the present invention. This input to the sys-
tem is the addition of two signals, x and s. They are:

1) The NMx1 dimensional target steering vector s defined

by

40
s=[50) s6) ... §M(91)]H 2D
5.6) = VT @) ¢
fork=1,...,.M
45
5,6 =[5110) 52106 ... sp1(6)] (23)
5010 = P15, 24
fork=1,...,N
Y To=sls a3
fo= 02 26
Lr=1T, (27
> A 28)
t = XSIH(Q‘)
where: a) 8, 1s the angle of attack (AoA) of the target with
60 respectto boresight;b)dis the antenna inter-element spacing;
¢) & is the operating wavelength; d) 9, is the normalized 6 ; €)
T, is the pulse repetition interval (PRI); f) f, is the pulse
repetition frequency (PRF); g) v, is the target radial velocity;
h) f,;’ is the Doppler of the target; and i) T, is the normalized
65 L.

2) The NMx 1 dimensional vector x representing all system
disturbances, which include the incident clutter, jammer,
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channel mismatch (CM), internal clutter motion (ICM), range
walk (RW), antenna array misalignment (AAM), and thermal
white noise (WN).

The NMx1 dimensional weight vector w, also shown in
FIG. 6, multiplies the STP input (s+x) yielding the STP gen-
erally complex scalar output y=w”(s+x). The expression for
w is in turn given by the direct inverse relation

w=R"ls 2.9)
(2.9)

that results from the maximization of the signal to interfer-
ence plus noise ratio (SINR)

SINR=wssHwmRw (2.10)

where the NMxNM dimensional matrix, R, is the total
disturbance covariance defined by R=E[xx™]. To model this
covariance the covariance matrix tapers (CMTs) formulation
was used resulting in

R={Re O (Rgp+RicartRag) 1H{R; O Ry} +R, (211)

R=RJ+R}? 2.12)

where R, RZ, R.2, R, R, Rays Rycns and Ry are cova-
riance matrices of dimension NMxNM and the symbol O
denotes a Hadamard product or element by element multipli-
cation. Moreover, these disturbance covariances correspond
to: R, (thermal white noise); R/ (front clutter); R > (back
clutter); R (total clutter); R, (jammer); Rz (range walk),
R,y (internal clutter motion); and R -, (channel mismatch).
The covariances R 5, R/, ,and R -, sare referred toas CMTs.
The covariances R, and R/ are repeatedly used herein, and
they are described as follows:

Thermal white noise: R, is described as follows

R,=0,2 Ly, (2.13)

where o, is the average power of thermal white noise and
Inar1s anidentity matrix of dimension NMxNM. Notice from
Table 1, in the examples presented herein, this noise power is
assumed to be 1.

Front Clutter Covariance: R /is the output of the intelligent
system of FIG. 6 and is described as follows:

i ; . Y 2.14)
kL= Z pL L. 8c! (0. Ban ! (6. Baaana)
i=1
Pl 0) = Ghg. 0),0, 2.15)
do 2 (2.16)
. sinf VS sin6) — sn(@))
Gh(6. 6) = K |——
sin{ni (sin(6%) — sin( 9,))}
8, Oamn) = .17)
[ e @ Oam) £ea@ Baums) o 5oy (6 Opa) 1™
cy .
£, Baun) = T Cetamm) ¢, (@) (2.18)
fork=1,... . M
@) =[O caa) .. enu@)) (2.19)
0 (0)) = TR 2.20)

fork=1,... ,N
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10
-continued

75 6L, O = 221

7 Jeoso sint(Baam ) + o

BO.4cos(@aam) + (o2 Gamay)  Lsin (@) /sm( )
ol 2.22)

b= dj2

7= %sin(éﬁ) 2.23)

where: a) the index i refers to the i-th front clutter cell on the
range bin section shown on FIG. 5, b) 0 "is the Ao A of the i-th
clutter cell; ¢) 0, ,,,1s the antenna array misalignment angle;
d) fdc,iz 1s the i-th front clutter source cell power (excluding
the antenna gain); &) G /(8_7, 8,) is the antenna pattern gain
associated with the i-th front clutter cell; f) K/ is the front
global antenna gain; g) p/(0., 0,) is the “total” i-th front
clutter cell power. In the example presented herein, the 4 MB
1,024 by 254 samples SAR image of the Mojave Airport in
California (FIG. 7) will be used with groups of sixteen con-
secutive rows averaged to yield the 64 range bins, as depicted
in FIG. 8. In FIG. 9 a plot is also given of the front clutter to
noise ratio (CNR/), i.e.,

N,
CNR! =RI(L D)/ch = " pl (6L 6) /3,

=1

2.24)

o

for the 64 range bins with values ranging from 41 to 75 dBs
where the average power of the thermal white noise was
assumed equal to 1, i.e., 0,%=1; 1) ¢ (8,2, 0, ,,,) is the NMx1
dimensional and complex i-th clutter cell steering vector; i) v,,
is the radar platform speed; j) B, is the normalized 6 ’; and k)
[ is the ratio of the distance traversed by the radar platform
during the PRI, v,T,, to the half antenna inter-element dis-

tance, d/2.

At this point it should be noted that expressions (2.14)-
(2.15) define the clutter covariance processor or intelligence
processor of the intelligent system of FIG. 3. In addition, the
front clutter source cell power is the output of the intelligence
source that the intelligence processor operates on.

Back Clutter

The back clutter covariance R ? is given by

oo _ _ , (2.25)
RE= " ph00) O, O )P €L, O )
o1
PL@:. 6) = G5 (6L, 6507 (2.26)
d 2 2.27)
) sin{NJrX (sin(¢",) — sinlﬂ,))}
ALY y
sm{ﬂi (sin(6}) — sm(@,))}
(O, O ) = (2.28)
[oc (O Gann) 5C5(6h Oame) . 5Cys (6L, Osnair) 1
2.29)

. . —Cp i .
pCo (6, Baane) = 2 VI D Bcfamma) ¢ ()

fork=1,... , M
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-continued

TR, Bay) = (2.30)

. sin2(9AAM) + / .
) Oaant ) — in(¢
B c[cos( aan) \/(COSZ(GAAM)— i @) /sm( )

where: a) the index i now refers to the i-th clutter cell on the
back side of the iso-range ring, not shown in FIG. 5; b) 0’ is
the AoA of the i-th back clutter cell; ¢) ,0,,,” is the i-th back
clutter source cell power (assumed one for all i; see Table 1,
entry b); d) G®, (0.7, 0,) is the back antenna pattern gain
associated with bOc,iz; e) K is the global back antenna gain
(assumed 107, see Table 1, entry a); ) p.? (0.7, 8,) is the total
clutter cell power of the i-th back clutter cell (the back clutter
to noise ratio, CNR?, is described as:

e (231
CNR' = R(L. D)/op = " phi. 6)] 0%,
=1

and is assumed to be —-40 dB, see Table 1, entry b); f) ¢ G
0,450 1s the NMx1 dimensional and complex steering vector
associated with boc,iz; and g) ¢,(6.) is as defined in (2.19)-
(2.20). -
Jammer

The jammer covariance R, is given by

Ny 2.32)
Ry = pst6). 00 ® L JOUE)- 16

i=1
ps(6), 6) = Gh(@), B)0,; 2.33)
&) = @) 20 ... juenl” (2.34)
JelB) = i) (2.35)
fork=1,... , M
A=) @) .o i) (2.36)
Jea(8)) = 21 (2.37)
fork=1,...,N

(2.38)

% = Leincé))
g = i)

where: a) the index 1 refers to the i-th jammer on the range bin;
b) N, is the total number of jammers (assumed to be three; see
Table 1, entry e); ¢) 6/ is the AoA of the i-th jammer (the
location of the three assumed jammers are at -60°, =30°, and
45° see Table 1, entry ¢); d) @ 1s the Kronecker (or tensor)
product; ) I,,1s an identity matrix of dimension M by M; 1)
15, is @ unity matrix of dimension N by N; g) o, is the i-th
jammer power (34 dB is assumed for the three jammers
considered; see Table 1, entry e); h) p,(6,7, 8,) is the “total”
i-th jammer power, the jammer to noise ratio (JNR), is
described as follows:

Ny

INR=R(L D[ =) ps@, 0)/07,
i=1

(2.39)
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is given by 53, =224, and 66 dB for the jammers at -60°, =30°,
and 45°, respectively; see Table 1, entry e); and i) J(8 /) is the
NMx1 dimensional and complex i-th jammer steering vector
that is noted from the defining equations (2.34)-(2.38) to be
Doppler independent.
Range Walk

The range walk or RW CMT, R, 1s described as follows:

Rei=Ran'™ @ Raz? " (2.40)
[R5 241)
Rew® =l (2.42)
p=A4/A=AL/{ARAB} =A4/{(c/B)AB} (2.43)

where: a)c is the velocity of light; b) B is the bandwidth of the
compressed pulse; ¢) AR is the range-bin radial width; d) A6
is the mainbeam width; e) A is the area of coverage on the
range bin associated with AD at the beginning of the range
walk; f) AA is the remnants of area A after the range bin
migrates during a CPI; and g) p is the fractional part of A that
remains after the range walk (for example, p=0.999999; see
Table 1, entry f).
Internal Clutter Motion

The internal clutter motion or ICM CMT, R,.,, is
described as follows:

Ricu = Righ @ Righr 244
fime r 1 (be)? 245
Rieuly=—=+—73—>7—7
For+l Lo’ +@nflk -l
RES — 10 (2.46)
10log; o1 = =13.5log;gw — 12.110g;, f +63.2 (2.47)

where: a) f_ is the carrier frequency in megahertz; b) w is the
wind speed in miles per hour; ¢) ¢ is the ratio between the de
and ac terms of the clutter Doppler power spectral density; d)
b is a shape factor that has been tabulated; and ¢) ¢ is the speed
of light. In the example presented herein, f=1,000 MHz,
®=15 mph and b=5.7; see Table 1, entries a, g.
Channel Mismatch

The total channel mismatch or CM CMT, R, ,, is described
as follows:

ReawrRyg ORzp OR y4p (2.48)

where Rz, Rz and R, are composite CMTs, as described
below.
Angle Independent Narrowband

R, is an angle-independent narrowband or NB channel
mismatch CMT, which is described as follows:

Ryz=aq” (2.49)
qa g Gl (2.50)
G for =1 M @2.51)
Qe ¢Mexe™ L e 2.52)
where in (2.52) Ae, . . ., Ay and Ay, . . ., Ay, denote

amplitude and phase errors, respectively. In the example pre-
sented herein, the amplitude errors are assumed to be zeroand
the phase errors are assumed to fluctuate with a 5° root mean
square (rms); see Table 1, entry h.
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Finite Bandwidth
Rz is a finite (nonzero) bandwidth or FB channel mis-
match CMT, which is described as follows:

Res = R @ RES” (253)
R = Loy (2.54)
[R5 )i = (1 - Ae/2)sinc’ (Ap/2) (2.55)
fori+k

1 2.56)
(RE“]; =1-ds+ gAsz (236
fori=1,...,N

where in (2.55)-(2.56) Ae and A¢ denote the peak deviations
of decorrelating random amplitude and phase channel mis-
match, respectively. In the example presented herein,
Ae=0.001 and A¢=0.1°; see Table 1, entry i.
Angle Dependent

R, 1s a reasonably approximate angle-independent CMT
for angle-dependent or AD channel mismatch, which is
described as follows:

Rap = RYE @ Rp” (2.57)
R = Ly (2.58)
d 2.59)
(R 1y = sinc(Blk - —sin(AO)] @9
’ C
fori+k
[Rip7),; =1 (2.60)

where B is the bandwidth of an ideal bandpass filter and A0 is
a suitable measure of mainbeam width. In the example pre-
sented herein, B=100 MHz and A6=28.6°; see Table 1, entry

Optimum Direct Inverse
The w that maximizes the SINR expression (2.10) is given
by the following expression:

w=R"ls. (2.61)

Two general approaches can be used to derive R. They are:
1) The first approach is not knowledge-aided and is given
by the SMI expression:

Lsmi

1 (2.62)
smip _ oH L 2
R= LsmiZ:J XX 4020

where X, denotes radar measurements from range bins close
to the range bin under investigation, Lsmi is the number of
measurement samples and o diagl 15 @ diagonal loading term.
X, may be derived via the following generating expression

X =R V%, (2.63)

where: a) X, is a zero mean, unity variance, NM dimensional
complex random draw; and b) R, is the total disturbance
covariance (2.11)-(2.12) associated with the i-th range bin. In
the example presented herein o,,,,,>~100,?<10; see Table 1,
entry k.
2) The second approach is KA and assumes knowledge of
all the covariances associated with the total disturbance
covariance R, see (2.11)-(2.12).
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Radar Blind and Radar Seeing Source-Coders

FIG. 3 presents the intelligence source and intelligence
processor subsystems of the intelligent system of FIG. 6. The
intelligence source contains the stored SAR imagery or clut-
ter, while the intelligence-processor or CCP uses as its exter-
nal input the output of the SAR imagery source, and as inter-
nal inputs the antenna pattern and range bin geometry or
APRBG and the front clutter steering vectors (2.18) to com-
pute the front clutter covariance matrix (2.15). Although this
system results in optimum SINR radar performance, it is
highly inefficient in terms of both its memory storage and
on-line computing hardware requirements. To alleviate the
memory storage problem associated with the intelligent sys-
tem two different types of source coders may be investigated
as tentative replacements for the intelligence-source of FIG.
3. These include a simple predictive-transform (PT) radar-
blind scheme that is oblivious to the APRBG and a more
elaborate radar-seeing scheme that makes use of the APRBG.
These two schemes are now reviewed in the form of block
diagram descriptions.

FIG. 10 illustrates the basic structure of a radar-blind clut-
ter coder (RBCC), which includes an intelligence source
coder containing the compressed orencoded clutter where the
APRBG was not used. One advantage of a radar-blind clutter
coder is that the compressed clutter can be used with any kind
of AMTI radar system without regard to the actual APRBG
environment. A clutter decompressor is included to derive an
estimate for the uncompressed clutter for use by the conven-
tional CCP or intelligence processor. The combination of the
RBCC and conventional CCP is denoted here as RBCC-CCP
for short. It has been found that this simple scheme generally
does not produce a satisfactory SINR radar performance with
reasonable compression ratios for SAR imagery.

FIG. 11 depicts the radar-seeing clutter coder (RSCC)
structure, where the only difference from that of the radar-
blind case of FIG. 10 is that the source-coder makes use of the
APRBG. The combination of the RSCC and a conventional
CCP is denoted as RSCC-CCP for short. It has been found
that outstanding SINR radar performance is derived when
SAR imagery is compressed from 4 MB to 512 bytes for a
compression ratio of 8,192. The RSCC scheme requires that
minimum and maximum CNR values be found for the SAR
image when processed in any direction. In the example pre-
sented herein, 41 and 75 dB were used for these values,
respectively, which are also noted to be in accord with the
CNR plot of FIG. 9. Using these extreme CNR values, the
front clutter source cell power foc,iz was generally in the range
between 0.0077 and 7.7 which correspond to the minimum
and maximum CNR values of 41 and 75 dB, respectively, as
well as the assumed front global antenna gain given in Table
1. The resultant power limited SAR image was then com-
pressed using standard compression schemes, e.g., PT
source-coding.

InFIG. 17 a 512 byte radar-seeing PT decompressed SAR
image is shown for a compression ratio of 8,192. In FIG. 20
the corresponding average SINR error is given for the 64
range-bins of F1G. 8. Note that this figure is characterized by
a very small AASE value of approximately 0.7 dB. A com-
parison of FIG. 20 and FIG. 21 reveals that the radar-seeing
scheme achieves much better SINR radar performance for the
same amount of compression. However, it should be kept in
mind, that this improvement is achieved at the expense of the
prerequisite prior knowledge of the APRBG.

The clutter covariance processor compressor (CCPC)
embodying the present invention achieves significant “on-
line” (i.e., real time) computational time compression over
the conventional clutter covariance processor or CCP. Simu-
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lations have shown that the CCPC is in fact the time compres-
sion dual of a space compression “lossy” source coder. The
CCPC according to the present invention is eminently lossy
since its output does not need to emulate that of the straight
CCP. This is the case since its stated objective is to derive
outstanding SINR radar performance regardless of how well
its output compares with that of the local intelligence proces-
sor. It should be noted that the computational burden or time
delay of the conventional CCP describing equations (2.14)-
(2.15) is governed by the need to determine “on-line” the
front clutter steering matrix Nc times, where each of these
NMxNM dimensional matrices is weighted by the scalar and
real cell power p/ (0.7, 0,).

Furthermore, from expression (2.15) it is noted that the
shape of the range bin cell power is a function of the antenna
pattern G/ (0.7, 0,) as well as the front clutter source cell
power foc,l.2 which often varies drastically from range bin to
range bin. Clearly, the variation of the clutter source cell
power 0,;” from range bin to range bin is the source of the
on-line computational burden associated with (2.14)-(2.15)
since otherwise these expressions could have been solved
off-line.

The on-line computational time delay problem of the con-
ventional CCP is addressed in two steps, where each step has
two parts.

STEPIL:

Part I.A External CCP Input: In this first part, a simple
mathematical model for the external input of the CCP is
sought. This external input is the clutter source cell power
waveform {0, 2} and its mathematical model is selected to
be the power series

KoK iK%+ .. ., (3.1

where K, for all j are real constants that are determined
on-line for each range bin using as a basis the measured input
waveform {foc’iz}. Since a desirable result is to achieve the
smallest possible “on-line” computational time delay while
yielding a satisfactory SINR radar performance, a single con-
stant, K, has been selected to model the entire clutter source
cell power waveform. The numerical value for K, is deter-
mined such that it reflects the strength of the clutter. The
strength of the clutter, in turn, is related to the front clutter to
noise ratio or CNR” defined earlier in (2.24) and plotted in
FIG. 9 for the 64 range bins of FIG. 8. The CNR/ will be one
of two real and scalar values derived by the CCPC where it is
assumed that the thermal white noise variance ,% is 1.

Part 1.B Internal CCP Input: In this second and last part of
Step I, a suitable modulation of the antenna pattern waveform
{G,/(0,,0,)} is sought. The modulation of this internal CCP
input can be achieved in several ways. Two of them are: a) By
using peak-modulation which consists of shifting the peak of
the antenna pattern to some direction away from the target;
and b) By using antenna elements-modulation which consists
of widening or narrowing the antenna pattern mainbeam by
modifying the number of “assumed” antenna elements N. It is
emphasized here that these are only a mathematical alteration
of the antenna pattern, since the true antenna pattern remains
unaffected. Peak-modulation may be selected since, as men-
tioned earlier, the main objective is to achieve the smallest
possible “on-line” computational delay for the computational
time compressed CCP. Furthermore, to find the position to
where the peak of the antenna pattern should be shifted to, the
clutter cell centroid (CCC) or center of mass of the clutter is
evaluated for each range bin. The CCC is the second of two
scalar values derived by the CCPC and is given by the fol-
lowing expression
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e ‘ (32
cce= Y (GhE. )0k ) [CNRT [ ol =1
i=1

In FIG. 12 the CCC plot is shown for the 64 range bins of
the SAR image given in FIG. 8. It should be noted that for
many of the 64 range bins the CCC varies significantly from
the position of the assumed target at 128.5 (0° from bore-
sight). Clearly, for the isotropic clutter case the CCC will
reside at boresight.

STEP II

Part IT.A Off-Line Evaluations: In this first part of Step Il a
finite and fixed number of predicted clutter covariances or
PCCs are found off-line. This is accomplished using the CCP
describing equations (2.14)-(2.15) subject to the simple clut-
ter model (3.1) and a modulated antenna pattern which results
in a small and fixed number of highly lossy clutter covariance
realizations. The PCCs are derived from the following
expressions:

N, (3.3)
PCClk, j)= | pho(@h, 6, 6, PCNR))! (@, 00)c" (@, 0,)"
i=l
k=1,...,Nap & j=1,..., Newg
Phei6h. 8, 65, PCNR;) = G} (6. — 6, 6)Ko(PCNR)) 34
PCNR; € [PCN Rugin, ... » PCN Riax] (3.35)

where: a) ppcf (") is the predicted front clutter power; b) G/
(6,7-0%, 6, is a shifted antenna pattern or SAP where the peak
value of the actual antenna pattern (2.16) has been shifted
from 0,/-0, to 6_'0,+0%; ¢) 8" denotes the amount of angular
shift ofthe SAP away from the assumed target position 8, (the
SAPs are generally designed in pairs, one associated with 9%
and the other with —0%); d) N, is the number of SAPs
considered (in the simulations the cases with N, ,=1,3 and 5
will be considered); e) PCNR,; is the j-th predicted CNR value;
) K; (PCNR)) is the PCC constant gain that gives rise to the
PCNR; ) NCNR is the number of assumed PCNR values
(predicted clutter to noise ratio) in the example presented
herein, Nyz=2); and f) PCNR,,,, and PCNR,,,. are mini-
mum and maximum PCNR values, respectively, suitably
evaluated for each SAR image (these values are 57 and 75 dB,
respectively, for the SAR image presented herein).

InFIG. 13 the previously described CCPC is shown for the
case where six predicted clutter covariances or PCCs are
used. These PCCs were derived assuming three SAPs and two
PCNRs. The SAPs were shifted to —=7° (cell 118 on the range
bin), 0° (128.5) and 7° (139) from boresight and the PCNRs
were 57 and 75 dB, respectively. The CCPC includes CNR
and CCC processors where their input is given by the wave-
form {0’} and o, denotes the i-th front clutter source
cell power corresponding to three different cases for X, which
are as follows:

1. X=UCMD when the clutter emanates from the storage
uncompressed clutter memory device (UCMD) of FIG. 3.

2. X=RBCC when the clutter is generated from the radar-
blind clutter coder of FIG. 10.

3. X=RSCC when the clutter is derived from the radar-
seeing clutter coder of FIG. 11.
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After the CNR and CCC values are determined, the CCPC
selects from the memory containing the 6 PCCs of F1G. 13 the
one that is better matched to the measured CCC and CNR
processor output values. For instance, if the CCC processor
output is 140, the selection process is narrowed down to the
pair of PCCs that were evaluated using the SAP that is shifted
to position 139 on the range bin (or +7°), sinceitis the closest.
In addition, if the measured CNR processor output is 60 dB
the element of the selected PCC pair associated with the 75
dB PCNR is selected. It should be noted that the PCNR]
selected is the one “above” the measured CNR processor
output value.

Atthis point two observations are made. The first is that the
Centroid and CNR Processors of FIG. 13 govern the time
delay associated with the CCPC, and thus constitute a ‘lossy
processor encoder’ since they encode in a lossy fashion the
time delay essence, i.e., the ectropy, of the original CCP. The
second observation is that the look up memory section of FIG.
13 isa ‘lossy processor decoder’ since it reconstructs a highly
lossy version of the output of the original CCP.

Three space-time processors or SPTs are now described
where the content of the UCMD 1is applied to three different
types of CCPCs. The weighting vector w of the three STPs is

described as follows
w=[ccpc” PRI s (3.6)
cerc”PR=R |r/~ccpcr! 3.7
capc” PRI € {PCCK, )} s op VD (3.8)
where: a) Rlpr  vamgr is the total disturbance

covariance (2.1 f)c(312) ‘with the CCPC output of
FIG. 13, cpc” PR/, replacing the front clutter covariance
matrix R 7 in (2.12); and b) s ™7 is the set of UCMD
and CCPC parameters that define the specific CCPC case.

CCPC Case I

This first CCPC Case I has only one PCC pair and does not
use any SAP since 6'=0° which corresponds to the physically
implemented antenna pattern of FIG. 5 which is directed
towards boresight. The defining set socpe” F is then given
by the following expression:

ScepcMP={/0, 7, 8'=0°, PCNR,=57 dBs,
PCNR,=75 dBs}
CCPC Case I
This second CCPC Case II has three PCC pairs. One is
associated with the antenna pattern of FIG. 5 and the other
two with two different SAPs. The defining set s~ is
given by the following expression:

3.9

SCCPCUCMD:{/O.CJ{ 8'=—7°, 02:00, 03:73,
PCNR =57 dBs, PCNR,=75 dBs}
CCPC Case 111
This third CCPC Case III has five PCC pairs. One is asso-
ciated with the antenna pattern of FIG. 5 and the other four
with four different SAPs. The defining set s-cpe” 2 is
given by the following expression:

(3.10)

SCCPCUCMD:{fO.m_Z: '——14°, 92:_70, 93:00, 64:70,
6°=14°, PCNR,=57 dBs, PCNR,=75 dBs}

In FIGS. 144-144 the simulation results for range bin #1 of
FIG. 8 are presented for the above three cases, as well as the
non knowledge-aided SPT sample matrix inverse (SMI)
scheme described below

(3.11)
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W= [S"”.R]fls (3.12)

Lsmi

1 (3.13)
TIR= — % X X[+ 0]
Lymi; A

diag

where X, denotes radar measurements from range bins close
to the range bin under investigation, Lsmi is the number of
measurement samples and o° diagl 18 @ diagonal loading term.
Xi was derived via the following generating equation

X=R; Y, (3.14)

where: a) xi is a zero mean, unity variance, NM dimensional
complex random draw; and b) Ri is the total disturbance
covariance (2.11)-(2.12) associated with the i-th range bin.
For the example presented herein, odl.a;:lo. For the results
shown in F1G. 14, Lsmi=512 corresponding to 8 passes of the
64 range bins SAR image of FIG. 8. In addition, the radar and
environmental conditions parameters assumed for all the
simulations are given in Table 1 for ease of reference (note
that no jammers are assumed in the simulations, however, it
should also be kept in mind that outstanding SINR radar
performance results are derived when there are jammers
present).

FIGS. 14a-144 are now explained in some detail. In FIG.
14a, the ideal front clutter average power p /(6 7, 6,) of (2.15)
is plotted versus the range bin cell position. Note from FIG. 5
that range bin cell position 1 corresponds to —90°, 128.5 to 0°
and 256 to +90° where all the angles are measured from
boresight. Furthermore, the average power axis has been
marked with the corresponding CNR of 59 dB and the cell
position axis with the corresponding CCC of 104.1 which is
also noted to reside 24.4 range bin cells away (-17.1°) from
the assumed target location of 128.5 or 0°. The ideal clutter
waveform is then contrasted with the predicted ones derived
from (3.4) and linked to the selected PCC for each CCPC
scheme.

From FIG. 14a it is first noted how the front clutter average
power p./ (0", 6,) varies in dBs with respect to range bin cell
position (note from FIG. 1 that range bin cell position 1
corresponds to —90°, 128.5 to 0° and 256 to +90°, all angles
measured from boresight). In FIG. 145 the optimum and SMI
SINR plots are displayed versus normalized Doppler. In FIG.
14c¢ the SMI adapted pattern is given in dBs along the front
clutter ridge which is described as follows

AP0, 0 4ap, B, 01, fp)1=10 log oW’ (8.7, 6,140 (3.15)

where 8, ,,72°, f=1, 8,70, £,=0. In FIG. 144, the eigenval-
ues in dBs of the total disturbance covariance R are presented
versus eigenvalue index for both the optimum and SMI
schemes.

FIG.22 is a plot of SMI-AASE as a function of the ratio of
SMI samples, Lsmi, over the number of STAP degrees of
freedom NM. From this figure it is noted that this ratio must
be equal to 20 (corresponding to 5,120 SMI samples), to
achieve an AASE value of 3 dB which is, at least, a factor of
10 larger than that required if the SAR image had been of a
homogeneous terrain. From this figure it is concluded that the
derived SINR radar performance is not satisfactory for the
SMI algorithm.

Referring now to FIG. 14a, the legend “Pred Clutter 1
(8,75.0 dB)” pertains to the front predicted clutter average
power (3.4) for CCPC Case 1. To understand the meaning of
the ordered pair (8, 75.0 dB), reference is made to FIG. 15,
which presents the front antenna pattern of FIG. 5 plotted in
more detail as a function of cell location for any range bin.
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From this figure it is noted that there are 15 lobes (since the
assumed number of antenna elements is N=16; see Table 1)
where lobe 8 corresponds to the main lobe. In addition, this
figure is characterized by the following set of zero crossings
and mainlobe peak positions across the range-bin:

[=[ZP', ZP?, 7P, ZP*, ZP°, 7P, zP', 7P, 7P°, 7p'°,  (3.1¢

Zpll ZPIZ ZP13 ZPH ZPIS]
=[42, 59,73, 85, 97, 108, 118, 128.5, 139, 149, 160,
172, 184, 198, 215]

cell position degrees = [-60.5, —=48.5, -38.7, -30.2, t
-21.8,-14,-7,0,7, 14,218,
30.2, 38.7, 48.5, 60.5]

This set is then used to denote the possible directions to
which the true antenna pattern of FIG. 5 can be shifted.
Among these possible directions are those given in expres-
sions (3.9)-(3.11) where SAPs are defined for three different
CCPC cases. These directions can generally be anywhere in
the specified range of cell locations from 1 to 256. In fact,
numerous simulations have revealed outstanding SINR radar
performance with directions that are anywhere in between the
best two adjacent directions selected from (3.15). In other
words, these directions have only been selected because they
scan the entire range bin from cell 1 to cell 256 and have some
connection to the lobes of the true antenna pattern. The
ordered pairs appearing in FIG. 14a are explained as follows.
The ordered pair (8, 75.0 dB) next to the title Pred Clutter I
indicate that the SAP associated with the selected PCC of
CCPC Case 1 of (3.9) is the physically implemented antenna
pattern of FIG. 15 where the predicted clutter to noise ratio or
PCNR is 75.0 dB. As a second example it is noted that the
legend Pred Clutter II (7,75.0 dBs) indicates that the plotted
predicted clutter covariance power waveform corresponds to
that of CCPC Case I1 of (3.10) where the antenna pattern had
been shifted to -7° away from boresight and the PCNR is
once again 75.0 dB.

InFIG. 145 the SINR results derived with each scheme are
presented. The title for each legend is selfexplanatory, and the
ordered pairs each indicate the maximum SINR error fol-
lowed by the average SINR error. It should be noted that
significantly better results are derived for CCPC Cases Il and
111 than the SMI case and the CCPC Case I. Furthermore, it
should be noted that CCPC Case III outperforms CCPC Case
1I by a relatively small amount. In FIG. 14¢ the adapted
pattern corresponding to all contrasted cases is plotted. The
adapted pattern is described as follows

AP®/,0 1415 B, 0, f5)=10 logyo WHC‘f(ecia eAAM)‘Z

where 6, ,,,~2°, =1, 6,70, £,,=0

Finally, in FIG. 14d the eigenvalues in dBs of the total
disturbance covariance is plotted versus eigenvalue index for
each case.

Referring now to FIGS. 164 and 165, the average and
maximum SINR errors are plotted versus the 64 range bins of
FIG. 8. The results presented in FIGS. 16a and 165 correlate
with those presented for range bin #1. In other words, it is
concluded that CCPC Cases Il and I11 (with average of aver-
age SINR error (AASE) values of 1.2 and 1.16, respectively)
yield a satisfactory SINR performance while the SMI and
CCPC Case 1 do not.

Integrated Clutter Compressor and CCP Compressor

The results that are derived when the output of the RBCC
of FIG. 10 is used in conjunction with CCPC Case I1I defined
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by (3.11) with ,GC’Z.Z replaced with fRB CCOC’Z.Z are now dis-
cussed. The RBCC is of the predictive-transform type and
compresses the SAR image from 4 MB to 512 bytes. In FIG.
17 the corresponding 512 byte radar-blind PT decompressed
SAR image is shown.

Referring now to FIG. 17, a 512 bytes radar-blind PT
decompressed SAR image is shown. It should be noted that
the amount of compression is very significant, i.e., a factor of
8,192, since the original SAR image was compressed from 4
MB to 512 bytes. This PT technique outperforms in signal to
noise ratio (SNR) wavelets based JPEG2000 by more than 5
dBs. Referring now to FIG. 21, the corresponding average
SINR error for all 64 range bins is presented An inspection of
FIG. 21 reveals an AASE value of 5.8 dB which is unsatis-
factory for a KA type technique. As mentioned earlier, this
radar-blind technique becomes much more useful when the
covariance processor of expressions (2.14)-(2.15) is replaced
with a new type of covariance processor, a type that is derived
using a novel processor coding methodology, which is the
time compression dual of space compression source coding.
A radar-seeing technique is next considered that yields sig-
nificantly better results than that derived with the radar-blind
technique but that requires knowledge of the antenna pattern
and range bin geometry or APRBG.

Referring now to FIG. 18, for range bin1 the RBCC clutter
average power is plotted versus clutter cell number, as well as
the associated predicted clutter average power for CCPC
Case III. In FIG. 19, the average SINR error is presented
versus all the 64 range bins where the AASE is given by 1.27
dB. Tt was found that when the conventional CCP was imple-
mented with the RBCC scheme it yielded an AASE value of
5.8 dBs.

Finally, it should be noted that when the radar-seeing clut-
ter coder or RSCC scheme with a compression ratio of 8,192
is combined with CCPC Case III, very close results to those
obtained with the radar-blind case were obtained. As a result,
it is concluded that the radar-blind scheme is preferred since
besides being rather simple in its implementation it does not
require any knowledge of the radar system where it will be
embedded.

The examples presented in accordance with the present
invention demonstrate thata SAR imagery clutter covariance
processor appearing in KA-AMTI radar can be replaced with
a fast clutter covariance processor resulting in outstanding
SINR radar performance while processing clutter that had
been highly compressed using a predictive-transform radar-
blind scheme. The advanced fast covariance processor is a
lossy processor coder that inherently arises as the time com-
pression processor coding dual of space compression source
coding. Since a more complex radar-seeing scheme generally
did not significantly improve the results obtained with the
radar-blind case, the radar-blind clutter compression method
is preferred due to its simplicity and universal use with any
type of radar system. In addition, since the fast clutter cova-
riance processor output departed sharply from that of the
significantly slower original clutter covariance processor, it is
established that when designing a fast clutter covariance pro-
cessor for a radar application it is unnecessary to be con-
cerned about how well the output of the fast processor
matches that of the slower original clutter covariance proces-
sof.

The emphasis before was in how well the fast signal pro-
cessor output matches that of the slow original signal proces-
sor; however, now the emphasis is on how well the fast signal
processor impacts the performance of the overall system. The
approach of the present invention may also be utilized in more
advanced 3-D scenarios.
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A fundamental problem in source coding is to provide a
replacement for the signal source, called a source coder, char-
acterized by a rate that emulates the signal source entropy.
This type of source coder is lossless since its output is the
same as that of the signal source such as is the case with
Huffman, Entropy, and Arithmetic coders. Another funda-
mental problem in source coding pertains to the design of
lossy source coders that achieve rates that are significantly
smaller than the signal source entropy. These solutions are
linked to applications where the local signal to noise ratio
(SNR) does not have to be infinite, or alternately, the global
performance criterion of the application at hand is not the
local SNR. An example of the latter is when synthetic aper-
ture radar (SAR) imagery is compressed for use in knowl-
edge-aided (KA) airborne moving target indicator (AMTI)
radar. To address the lossy source coding problem, many
techniques have been developed including the standards of
JPEG, MPEG, wavelets based JPEG2000, and predictive-
transform (PT) source coding.

Lossy PT source coding, in particular, is a source coding
technique that is derived by combining predictive source
coding with transform source coding using a minimum mean
squared error (MMSE) criterion subjected to appropriate
implementation constraints. A byproduct of this unifying
source coding formulation is coupled Wiener-Hopf and
eigensystem equations that yield the prerequisite prediction
and transformation matrices for the PT source coder. The
basic idea behind the PT source coder architecture is to trade
off the implementation simplicity of a sequential predictive
coder with the high speed of a non-sequential transform
coder. Simplified decomposed PT structures are noted to arise
when signals are symmetrically processed. A strip processor
is an example of such processing. Furthermore, cascaded
Hadamard structures are integrated with PT structures to
accelerate the on-line evaluation of the necessary products
between a transform or predictor matrix and a signal vector.

As shown and described herein, the excellent space com-
pression achieved with lossy PT source coding is not affected
by its integration with a very fast and simple bit planes meth-
odology that operates on the quantized coefficient errors ema-
nating from the PT encoder section. The efficacy of the meth-
odology will be illustrated by compressing SAR imagery of
KA-AMTTI radar that is subjected to severely taxing environ-
mental disturbances. In particular, it is found that PT source
coding with bit planes significantly outperforms wavelets
based JPEG2000 in terms of local SNR as well as global
SINR radar performance.

Referring now to FIG. 23, the overall PT source coder
architecture is shown. It has as its input the output of a signal
source y. As an illustration, this output will be assumed to be
a real matrix representing 2-D images. The structure includes
two distinct sections. In the upper section, the lossy encoder
and associated lossy decoder are depicted while in the lower
section the lossless encoder and decoder are shown. Before
the lossless section of the coder is explained, which contains
the offered bit planes, the lossy section will be reviewed. In
FIG. 24, the lossy PT encoder structure is shown. It includes
a transform pre-processor f,(y) whose output x, is a real n
dimensional column vector. In FIG. 25 an image coding illus-
tration is given where y is a matrix consisting of 64 real valued
picture elements or pixels and the transform pre-processor
produces sixteen n=4 dimensional pixel vectors
{x,k=1,...,16}. The pixel vector x, then becomes the input
of an nxn dimensional unitary transform matrix T. The mul-
tiplication of the transform matrix T by the pixel vector x,
produces an n dimensional real valued coefficient column
vector ¢,. This coefficient, in turn, is predicted by a real n
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dimensional vector ¢, ;. The prediction vector ¢,,_, is
derived by multiplying the real m dimensional output z, _; of
a predictor pre-processor (constructed using previously
encoded pixel vectors, as discussed below), by a mxn dimen-
sional real prediction matrix P. A real n dimensional coeffi-
cient error ¢, is then formed and subsequently quantized
yielding d¢,. The quantizer has two assumed structures. One
is an “analog” structure that is used to derive analytical design
expressions for the P and T matrices and another is a “digital”
structure used in actual compression applications. The analog
structure allows the most energetic elements of dc, to pass to
the quantizer output unaffected and the remaining elements to
appear at the quantizer output as zero values, i.e.,

Sei) i=1, ... ,d
0 i=d+1,..n

4.1
0cy(f) = { @b

The digital structure multiplies dc, by a real and scalar
compression factor ‘g’ and then finds the closest integer rep-
resentation for this real valued product, i.e.,

dc,=| gbe,+14) 4.2)

The quantizer output 8¢, is then added to the prediction
coefficient ¢, ,_, to yield a coefficient estimate ¢, .. Although
other types of digital quantizers exist, the quantizer used here
(4.2) is simple to implement and yields outstanding results.
The coefficient estimate ¢, is then multiplied by the trans-
formation matrix T to yield the pixel vector estimate X, .. This
estimate is then stored in a memory which contains the last
availableestimatey,_, ofthe pixel matrix y. It should be noted
that the initial value for y,_;, i.e., ¥, can be any reasonable
estimate for each pixel. For instance, since the processing of
the image is done in a sequential manner using prediction
from pixel block to pixel block, the initial ¥, can be con-
structed by assuming for each of'its pixel estimates the aver-
age value of the pixel block x,. FIG. 26 shows for the illus-
trative example how the image estimate at processing stage
k=16,1i.e., ¥,_,=Y,s, is used by the predictor pre-processor to
generate the pixel estimate predictor pre-processor vector z 5.
Also note from the same figure how at stage k=16 the 4 scalar
elements (s, Yo7, Y77, ¥a7) Of the 8x8 pixel matrix ¥, 5 are
updated making use of the most recently derived pixel vector
estimate X 5,;5.

The design equations for the T and P matrices are derived
by minimizing the mean squared error expression

E[e=Rn) (e=Ferr)] (4.3)

with respect to T and P and subject to three constraints. They
are:

1) The elements of dc, are uncorrelated from each other.

2) The elements of dc, are zero mean.

3) The analog quantizer of (4.1) is assumed.

After this minimization is performed, the following
coupled Wiener-Hopf and Eigensystem design equations are
derived:

P =[ly Opu T, (4.4

{Elux] - [Elaz_ JE[x 1T = TA (45)

[Elezien] Elan] '] Elerd] (46)
E[Zli—l} 0 E[x,’(]
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where these expressions are a function of the first and second
order statistics of x, andz,_, including their cross correlation.
To find these statistics the following isotropic model for the
pixels of y can be used:

Ely;]=K, 4.7
E[0yK) i jen=K)=(P avg_Kz)pD (4.8)
p:E[(.ViJ"K)()’i,/u‘K)]/(Pavg'K2) (4.9)

D:\/(rv)2+h2

where v and h are integers, K is the average value of any pixel,
P, is the average power associated with each pixel, and r is
a constant that reflects the relative distance between two
adjacent vertical and two adjacent horizontal pixels (r=1
when the vertical and horizontal distances are the same).

In FIG. 27 the lossy PT decoder is shown.

Bit Planes

The general architecture of the lossless PT encoder is
shown in FIG. 28, which has as input the digitally quantized
coefficient error sequence {8¢,: k=1, ... N} where N is the
total number of coefficient error vectors needed to encode the
2-Dimagey. The output of the lossless PT coderis the desired
bit stream {b; € (0,1):j=1,2, ..., N, } where N, is the number
of bits generated by the lossless PT encoder prior to its further
encoding using a lossless source coding scheme such as an
Arithmetic coder. The coefficient error sequence forms what
is called in the figure PT Blocks which is a matrix of dimen-
sion nxN. In FIG. 29, an illustrative example is presented
where n=6 and Nz=6. The most energetic element of each
quantized coefficient error is found in the first row of PT
Blocks, i.e., in the row {-3 00 -1 12}, and the least energetic
one is found in the last row, i.e., the row {0 0 0 -1 0 0}.

The PT Blocks are then decomposed into NZ_Ampli-
tude_Locations and NZ_Amplitude_Values. NZ_Ampli-
tude_Locations is an nxNy dimensional matrix that conveys
information about the location of the nonzero (N7) ampli-
tudes found in PT Blocks. From the simple example of FIG.
29, it is noted that all nonzero elements of PT Blocks are
replaced with a 1. NZ_Amplitude_Values, on the other hand,
retain the actual values of the nonzero amplitudes. In FIG. 29,
these amplitudes are shown for the example where it is noted
that the number of elements in each row is not constant and
also that no elements are displayed corresponding to the
fourth row of PT Blocks since this row is made of zero values
only.

Referring now to FIG. 28, it is noted that the NZ_Ampli-
tude_Locations matrix is now split up into a Boundary matrix
and a LocBitPlane block. The Boundary matrix is associated
with the location where the zero runs begin in the direction
from top to bottom of each column of the NZ_Ampli-
tude_Locations matrix. LocBitPlane, on the other hand, are
the bits that remain after the 1’s followed by zero runs of the
Boundary matrix are eliminated from the NZ_Ampli-
tude Locations matrix.

InFIG. 30, this decomposition is illustrated for the ranning
example. It should be noted that the Boundary matrix has
three symbols. They are 0. 1 and X. The symbol X is used for
the elements of a row whose values are all zero, and thus it
informs about a zero row. The symbol 1 does not appear more
than once for each column and specifies a boundary location
where the zero run begins for that particular column. For
example, since the zero run starts at row 4 for the first column,
the 1 is placed on the third row just prior to the beginning of
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the zero run. The aforementioned LocBitPlane is also illus-
trated in FIG. 30. It should be noted how for the third column
only the bits {011} are listed and the zero for the fourth row
is ignored since this information is available from the encod-
ing of the Boundary matrix.

Referring now to FIG. 28, it is noted that the Boundary
matrix is decomposed into three blocks. They are the blocks
ZeroRows, BndryBitPlane and RowOneOnes. This decom-
position is best explained with the illustrative example of
FIG. 31. From this figure it is noted that ZeroRows assigns a
0 to a row of the Boundary matrix if it is composed of the
special symbol X, otherwise it assigns a 1 to the row. Bndry-
BitPlane is the same as Boundary matrix except that all rows
made up of the special symbol X are removed. In addition,
BndryBitPlane replaces a 0 with a 1 in the first row of a
column with a full zero run. See for example the second
column of the Boundary matrix which has a full zero run and
for which a 1 has been placed on the first row of the column.
Finally, RowOneOnes keeps track of the ones in the first row
of BndryBitPlane that arose from replacing a 0 with a 1 as
mentioned earlier. This completes the encoding of the
NZ_Amplitude, ; Locations matrix of FIG. 28 into bit planes.
Next the same is accomplished with the NZ_Amplitude_Val-
ues block of FIG. 28 which was illustrated in FIG. 29.

From FIG. 28 it is noted that NZ_Amplitude_Values is
decomposed into two blocks. One is a Magnitude block and
the other is a SignsBitPlane block. The nature of these two
blocks is illustrated in FIG. 32, where the SignsBitPlane
block assigns a zero to a negative integer value and a one to a
positive integer value. The Magnitude block is self explana-
tory. Returning to FIG. 28 it is noted that the Magnitude block
is decomposed into X MagBitPlane blocks. Each of these
component blocks are readily explained via the illustrative
example of F1G. 33. It is first noted that since the maximum
integer value for the Magnitude block is 3 there will be 3-1=2
MagBitPlane blocks (it should be noted, however, that if the
integer value 2 did not appear in the Magnitude block only
one MagBitPlane block is needed with this information sent
to the decoder as overhead). MagBitPlane-1 is noted from
FIG. 33 to assign a 1 to the integer of magnitude 1 anda 0 to
the other cases. On the other hand, MagBitPlane-2 ignores all
integers with a magnitude of one, and assigns a 1 to the
integers with a magnitude of 2 and a 0 to the remaining
integers. At this point, there are the necessary stream of ones
and zeros that can then be appropriately encoded using a
lossless encoder such as an Arithmetic encoder whose output
1s then sent to the lossless PT decoder.

Referring now to FI1G. 34, the lossless PT decoder is shown
which receives as input the output of the lossless PT encoder
(note it is assumed here that a lossless decoder such as an
Arithmetic decoder was appropriately used to derive this
input). The front part of the decoder constructs an nxNy
matrix, ZeroRows_M, made up of either unity rows or zero
rows depending on the nature of the ZeroRows bits. In FIG.
35 this construction is illustrated with the running illustrative
example. Note that the ZeroRows bits that were derived in
FIG. 31 are now used to construct a 6x6 matrix consisting of
either unity or zero rows. Next the ZeroRows_M matrix is
used in conjunction with the BndryBitPlane bits to generate
the nxN, matrix BndryBitPlane_M. This process is illus-
trated in FIG. 36. The next step is to use the derived Bndry-
BitPlane_M matrix together with the RowOneOnes bits to
derive a RowOneOnes_M matrix that is also of dimension
nxNj. This process is illustrated in F1G. 37. Next the RowO-
neOnes_M matrix is combined with the LocBitPlane bits to
derived a LocBitPlane_M matrix of dimension nxN. In FIG.
38 this combination is shown for the illustrative example
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where it is noted that the Loc_Bit_Plane M matrix is identi-
cal to the N7_Amplitude_Locations matrix shown in FIG.
29. This rather straightforward reconstruction procedure is
appropriately continued until the desired error sequence { 8¢,
k=1,... N} is fully derived. In the next section the proposed
algorithm is applied to SAR imagery.

A Real-World Application

The efficacy of the previously advanced bit planes PT
method is now demonstrated by comparing it with wavelets
based JPEG2000 in a real-world application. The application
consists of compressing 4 MB SAR imagery by a factor of
8,192 and then using the decompressed imagery as the input
to the covariance processor coder of a KA-AMTI radar sys-
tem subjected to severely taxing environmental disturbances.
This SAR imagery is prior knowledge used in KA-AMTI
radar to achieve outstanding SINR radar performance.

The 4 MB SAR image that will be tested is given in FIG. 7.
The magnitude of the image is in dBs and consists of 1024
rows and 256 columns, and represents an image of the Mojave
Airport in California. This image was compressed using a
16x1 strip processor that moves on the image from left to right
and top to bottom. In FIG. 17 the decompressed SAR image
is shown that was derived when the image was compressed by
a factor of 8,192 using the PT source coder of this paper. The
SNR performance described by

(4.10)

2,2
[
D -5
i

SNR = 10logy,

derived with this approach is equal to 12.5 dBs. In FIG. 39
the corresponding decompressed image for JPEG2000 is
shown. The SNR performance for this case yields a value of
7.0 dB, which is more than 5 dB away from the PT approach.
In addition, the SINR radar performance derived with
JPEG2000 is worse by 2 dB than that for the same PT source
coding technique.

Thus, while there have been shown, described, and pointed
out fundamental novel features of the invention as applied to
several embodiments, it will be understood that various omis-
sions, substitutions, and changes in the form and details of the
illustrated embodiments, and in their operation, may be made
by those skilled in the art without departing from the spirit and
scope of the invention. Substitutions of elements from one
embodiment to another are also fully intended and contem-
plated.

What is claimed:

1. A programmed processor for performing time com-
pressed signal processing on a received input signal, compris-
ing:

a programmed microprocessor;

aprogram memory device containing instructions for caus-

ing the programmed microprocessor to perform the fol-
lowing steps:

in advance of receiving the input signal, determining a

predetermined number of predicted clutter covariance
signal values, each predicted clutter covariance signal
value having an associated signal to noise ratio charac-
teristic and an associated centroid parameter corre-
sponding to a mathematical center parameter;

in advance of receiving the input signal, storing in a

memory device the predetermined number of predicted
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clutter covariance signal values and associated signal to
noise characteristic and centroid parameter;

calculating a signal to noise ratio parameter for the
received input signal, the signal to noise ratio parameter
corresponding to a power characteristic of the received
input signal;

calculating a centroid parameter for the received input
signal, the centroid parameter corresponding to a math-
ematical center parameter related to the received input
signal,

using one of the signal to noise ratio parameter and the
centroid parameter to select one of the stored predeter-
mined clutter covariance signal values;

outputting the selected predetermined clutter covariance
signal value as an output signal corresponding to a clut-
ter covariance estimation of the received input signal.

2. The processor of claim 1 further comprising the step of
using a power series to represent the power characteristic of
the received input signal.

3. The processor of claim 1 further comprising the step of
using a fixed value to represent the power characteristic of the
received input signal.

4. The processor of claim 1 wherein the selected predicted
clutter covariance corresponds to a front clutter covariance.

5. The processor of claim 1 wherein the selected predicted
clutter covariance corresponds to a back clutter covariance.

6. The processor of claim 1, wherein the selected predicted
clutter covariance corresponds to the predetermined clutter
covariance value having an associated signal to noise ratio
characteristic and centroid parameter above the determined
signal to noise ratio characteristic and centroid parameter of
the received input signal.

7. The processor of claim 1, wherein the received input
signal is a three-dimensional signal.

8. The processor of claim 1 wherein the step of determining
a predetermined number of predicted clutter covariance sig-
nal values further comprises the following step:

determining a clutter covariance signal value for each of a
predetermined number of mathematical shifts applied to
the input signal.

9. The processor of claim 1, wherein the input signal is

compressed.

10. The processor of claim 1, wherein the centroid param-
eter is determined as a function of the input signal multiplied
by a gain parameter applied to the input signal, and divided by
the signal to noise ratio characteristic of the input signal.

11. A programmed processor for performing time com-
pressed signal processing on a received synthetic aperture
radar input signal used in a knowledge aided target indicator
radar system, comprising:

a programmed microprocessor;

a program memory device containing instructions for caus-
ing the programmed microprocessor to perform the fol-
lowing steps:

in advance of receiving the input signal, determining a
predetermined number of predicted clutter covariance
signal values, each predicted clutter covariance signal
value having an associated signal to noise ratio charac-
teristic and an associated centroid parameter corre-
sponding to a mathematical center parameter;

in advance of receiving the input signal, storing in a
memory device the predetermined number of predicted
clutter covariance signal values and associated signal to
noise ratio characteristic and centroid parameter;

calculating a signal to noise ratio parameter for a plurality
of range bins corresponding to the received input signal,
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the signal to noise ratio parameter corresponding to a
power characteristic of the received input signal;

calculating a centroid parameter for said plurality of range
bins corresponding to the received input signal, the cen-
troid parameter corresponding to a mathematical center
parameter related to the received input signal,

using one of the signal to noise ratio parameter and the
centroid parameter to select one of the stored predeter-
mined clutter covariance signal values;

outputting the selected predetermined clutter covariance
signal value as an output signal corresponding to a clut-
ter covariance estimation of the received input signal.

12. The processor of claim 11, wherein the radar system is
a radar seeing system, and further comprises the step of
utilizing an antenna pattern and range bin geometry.

13. The processor of claim 11, wherein the radar system is
a radar blind system.

14. The processor of claim 11 wherein the step of deter-
mining a predetermined number of predicted clutter covari-
ance signal values further comprises the following step:
determining a clutter covariance signal value for each of a
predetermined number of mathematical shifts of the antenna
pattern used to obtain the input signal.

15. The processor of claim 11, wherein the mathematical
shift of the antenna pattern is achieved by mathematically
shifting the peak of the antenna pattern.

16. The processor of claim 11, wherein the mathematical
shift of the antenna pattern is achieved by mathematically
adjusting the width of the antenna pattern mainbeam.

17. The processor of claim 11, wherein the step of selecting
one of the stored predetermined clutter covariance signal
values comprises the step of investigating for a plurality of
range bins, the signal to noise ratio characteristic and centroid
power parameter of the range bin to determine which stored
predetermined clutter covariance signal to select.

18. The processor of claim 11, wherein the centroid param-

eter is determined in accordance with the following relation-
ship:
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N,
ccc:i:i(Gﬁ(e;,e,f o2}/ CNR! ot = L.
i=1

wherein the term CCC represents the centroid parameter,
the G/, (6',, 6,) term represents the antenna pattern,
the /02 term represents front clutter source cell power,
the [CNRfl lo?,] CNR/10?, represents the signal to noise
characteristic, and N, represents the number of clutter
cells in each range bin.
19. The processor of claim 11, wherein the predicted clutter
covariances are each determined in accordance with the fol-
lowing relationships:

Ne
PCC, )= ) pho@L, 6, ¢, PONR)C! @, 010! 0L, 00)"
i=1

k=l,... Nop&=l,... Nog

P, J(6.16,0"PCNR,)=G /(6 -0%, 0K o(PCNR))

PCNR€[PCNRy 5 - - - » PONRy,.]

where pf _() is the predicted front clutter power; G, (6" —
0%, 6 t) is a shifted antenna pattern (SAP) Where the peak
value of the actual antenna pattern has been shifted from
0" =0, to 6"_=0,+0%, 0% denotes the amount of angular
shift of the SAP away from an assumed target position
0, Ng,pis the number of SAPs considered PCNR; is the
j- th predicted signal to noise ratio characteristic; o (G
8, is the clutter steering vector, N, represents the num-
ber of clutter cells in each range bin, K, (PCNR ) is a
constant gain that gives rise to the PCNR ; Ny is the
number of assumed PCNR values; and PCNR,,, and
PCNR,,. are minimum and maximum PCNR values,
respectively, suitably evaluated for each SAP.
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