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[57) ABSTRACT

A multipurpose system provides radar surveillance for
air traffic control purposes. The system includes four
separate active phased-array antennas, each with *+45°
coverage in azimuth, from 0° to 60° in elevation. Each
antenna element of each phased-array antenna is cou-
pled by a low-loss path to the solid-state amplifier asso-
ciated with a transmit-receive (TR) module. Each an-
tenna produces a sequence of pencil beams, which re-
quires less transmitted power from the TR modules
than a fan beam, but requires more time because the
pencil beam must be sequenced to cover the same vol-
ume as the fan beam. In order to scan the volume in a
short time, the PRF is responsive to the elevation angle
of the beam, so higher elevation angles use a higher
PRF. Low elevation angle beams receive long transmit-
ter pulses for high power, and pulse compression is used
to restore range resolution, but the long pulse results in
a large minimum range within which targets cannot be
detected. A second scan is provided at low elevation
angles with a short transmitter pulse to fill in the short-
range coverage. Beams at higher elevation angles trans-
mit pulse widths which are shorter than beams at low
elevation angles so that the minimum range requirement
is met without a second scan, which also reduces the
time required for volumetric scan. The number of
pulses which are integrated to produce a return in-
creases off-axis, to restore system margin lost due to
off-axis power gain reduction. The volumetric scan rate
is increased by a dynamic scan regimen by which sub-
sets of beams are pulsed with a high transmitter PRF
but with a low effective beam PRF to reduce range
ambiguity and preserve Doppler resolution without the
usual increase of scan time. For best range resolution,
Doppler processing is used, with range sidelobe pulse
suppression applied separately to each Doppler fre-
quency bin.

13 Claims, 44 Drawing Sheets
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SCAN 1 1.2° ELEV., 100uS PULSE

CPI 1 CcPl2
AZIMUTH ‘
SCAN ANGLE NO TIME NO. TIME TOTAL BEAM TIME
(DEG) PULSES (msaec) PULSES (msec) (msec)
0.00 8 8.47 10 8.47 16.95
2.00 8 847 10 847 16.95
4,00 8 8.47 10 8.47 16.95
6.01 8 8.47 10 8.47 16.95
8.03 8 8.47 10 8.47 16.95
10.05 8 8.47 10 847 16.95
12.08 8 8.47 10 847 16.95
14.15 8 8.47 10 8.47 16.95
16.22 8 8.47 10 8.47 16.95
18.31 9 9.53 11 9.32 18.86
20.43 9 9.53 11 9.32 18.86
22.58 10 10.59 12 10.17 20.76
24.77 1 11.65 13 11.02 22.67
26.99 12 12.71 15 1271 2542
29.26 13 13.77 16 13.56 27.33
31.58 15 15.89 18 15.25 31.14
33.96 17 18.01 21 17.80 35.81
36.41 19 20.13 24 20.34 4047
38.93 23 24.36 28 23.73 48.09
4155 27 28.60 34 28.81 57.42
44.29 34 36.02 42 35.59 71.61
570.97
x2.00
TWO TIMES THE OCCUPANCY (msec) = 1141.95

LESS BROADSIDE BEAMTIME (msec) = -16.95
90 DEG SECTOR TiME OCCUPANCY (msec) = 1125.00

FIG. 11a



Sheet 19 of 44 5,103,233

Apr. 7, 1992

U.S. Patent

6P'¥601 =

00Cx
Se'LyS

68'S9

(o8sw)
3NIL WY38 V101

S0'6e 6€
1612 (%)
8822 L2
6761 £2
G6'91 02
il L
Warq! Gl
99t 1 i
LH0) 4
266 b
26 b
g 04
e ot
e 01
g 0t
8 ol
e 01
s .01
e 0L
i3 0t
s 01
(oesw) S3s1nd
INIL ‘ON
21dD

3SNd ST00} 13 .59L°€ 2 NVOS

(08sW) ADNVANODO INIL HOLDIS D3A 06

¥8'ce
09°'8¢
144
L0°61
5691
esvi
iel
S9°11
6504
€56
€56
ire
JA4:]
iy
e
v
e
Ly8
g
A4

AR
(o8sw)

NIL

1€
L
(44
81
9
14
¢l
H
]}
6

6
8
8
8
8
8
8
8
8
8
8
51

Nd

ON

00°Sy
10°EY
ceoy
boLE
Ge'se
€8'ce
8¥'0¢
8182
€6'6¢
cLee
§5°1e
761
0eLl
14}
PLEL
60°k1
506

€0,

0'S

0t

00'

(930)
JTONV NVOS

qil "9



Sheet 20 of 44 5,103,233

Apr. 7, 1992

U.S. Patent

PL'S6S =  (0esw) AONVANOOO 3NIL HOLD3S 930 06

(ossw) "INIL Wv3G 30ISAVOHE SSI
86909 = (06sW) AONVANIDO FHL SINIL OML

¥ooL- =

00°C X
61°¢0E
ve've
6LL2
L9€C
80702
SI°LL
vl
96t
12A]
el
¥3°01
1211
¥9°01
¥9°01
¥3°01
¥9°0L
¥9°01
¥9°01
¥9°01
¥9°0L
¥9°01
¥9'01

(oesw)
JNWIL Wv3d Wi0L

SS'LL
€8t}
0L'LL
L0L
168
S¥'L
69
58'G
68'G
ees
et's
et's
ee's
ees
S
et'sS
ees
ee's
43"
eLs
[4%"]

(oesw)

AL

$351Nd

¢idd

ON

6c'Ll
9%6'tl

eEs
et's
et
et'S
eE'S
etg
ctS
s
ce's
et's

(0esuw)

JNIL

L1dD

[--N--N--N--N--N--N--N--N--F. N -N.-N. N

$357Nd

ON

35INd SM001 13 .€40'8 ENVOS

e8'vy
S0°cy
8e'6e
c8'9¢

c6'ie
1562
8e'Le
€0'5¢
égee
¥9°0¢c
0581
ge9l
6cvl
12l
S04
e
109
¥’y
0
000

(930)
J1ONV NVOS

LI



5,103,233

Sheet 21 of 44

Apr. 7, 1992

U.S. Patent

S0°'L9¢

00 x
geeel

9|
80¢
8001
658
Sl
659
109
SL'S
LVS
VS
LVS
LIS
LVS
LS
LS
LIS
LS
LS
LIS
LS
(oasw)
JNIL NY38 V10l

(0asw) AONVANOID0 3WIL HOL193S H3IJ 06

vol
¥6'S
I6¥
66V
88't
9E't
01'e
¥8'¢
85¢
85°¢C
85¢
86¢
85¢
85'¢
89°¢
86'¢
85¢
85¢
85'¢
85°¢

(o8suw)

aNIL

S3snd

¢1dd

‘ON

24
143
LS
0cy
88t
74>
167
167
85°¢
86'¢
86°C
85°C
86¢
86°¢
85°¢
84°¢
85'C
86'¢
89°¢
89°¢

(oasw)

AL

S35Nd

b1dD

-~N--J--N--N--N--N--¥.-¥.-¥..¥--¥.-N- X

‘ON

3SINd SYI0L 13048821 P NVOS

4044
Sty
89'6¢
01'9¢
19°cE
8L'Ie
8'8¢2
16592
veve
10°2¢
c8'61
99'/1
¢SSl
el
AL
€26

91'L

0L's

G0t

00'}

(930)
J1ONV NVOS

PLL"OI4



5,103,233

Sheet 22 of 44

Apr. 7, 1992

U.S. Patent

SL18L = (99sw) ADNVANDO0 INIL HOLDIS ©3A 06
e - = (o8sw) 3INILWv38 3aISAvoHE SST1 oll’
wegr = (08sw)  ADNVANDO0 3HL SINIL OML O
002 X
226
€L6 R 92 68y i2 8s'cp
182 I6°C 12 96°E L} LLOb
89 GE'e 8l . 6¥E ! 80°8€
109 862 91 £0'€ gl 8b'SE
LIS 192 bl 952 bl 162
95y €22 2 €€2 0l €5°0€
48 502 1 602 6 182
oLE 98’ 0l 98’} 8 1862
AT 99’} 0l 98'} 8 25°€2
2L 98’} 0t o8’} 8 e
oLe 99’} 0 98’} 8 906}
oLE 98’ 0t 9g'} 8 189}
oLe 98’} 0l 98’} 8 bl
2L 98’ 0l 98’} 8 152}
oLE 98’} 0l 9g'} 8 Sh0l
2LE 98’} 0l 98’} 8 ve'8
oL 98’} 01 98'} 8 529
oLe 99'} 01 9g'} 8 9l'y
2Le 98’} 0} 98’} 8 802
oL 98’} 0} 98’} 8 000
(o8sw) (oasw)  93sINd (0ssw)  $3SINd (93a)
INILWY3ETVIOL  TNIL ‘ON INIL ‘ON JTONV NVOS

21dd b 1dD
3SINd S “13.628'GH S NVOS



5,103,233

Sheet 23 of 44

Apr. 7, 1992

U.S. Patent

L0€91 = (0asw) AONVANIO0 IWIL HOLOIS D30 06

00eX
¥5'18
1/X'] W 8¢c (19 4 (44
ol 8L¢ ¥o ¥6'€ 0C
0e9 S1'e 02 SI'e 91
eV’ 89°¢ A 9.¢ 14!
oLy 9€'¢ Gl 9¢€'e cl
A1) 4 50°C €l L6’} ]
99'¢ 68'1 cl Wi 6
St LG} 0l LS} 8
Gt LS} ]} LS} 8
G1'e LS} (] L5} 8
SI'e LS} 0l L5} 8
SI'E LS} ]} L5} 8
Gl'e 19} 0l L5} 8
Gl'e LS} 0l LS} 8
Gle LS1 0l LS} 8
Gie LS] ] LS] 8
GI'e LS} (]} LS4 8
SI'e LS} 0} L5} 8
Sle LS} 0l L)} 8
SI'e LS} 0l LS} 8
(o8sw) (oasw)  S3SINd (oasw)  S3SINd
JNILAVIEVIOL 3N ‘ON NIL ON

21dD I idD
3SINd ST 13 0L296F 9INVIS

00'Sy
0c'ty
SEoy
29'LE
86vE
Ev'ee
5662
£5'L¢
91'5¢
€8'¢e
S5°0¢
0c'8l
L091
18°€1
ALY
v56

66'L

S¢S

¢l

001

(930)
JTONV NVOS

DI



Apr. 7, 1992 Sheet 24 of 44 5,103,233

U.S. Patent

eioelL = (085W) AONVANI0 INIL HOLD3S D31 06

092 - =  (09su) INIL Wv3a 3aISavoud SSI1
greer = (08sSw) ADNVANDDO IHL SINIL OML

002X
9¢'99
269 iG°C L2 TX> 12 00'SY
02'9 r{N> 74 80¢ . 6! LYED
61'S 09z . 02 092 94 2508
/3 2N 122 L 12 €l 0LLe
LLE 28’ i S6'} 2 86°¥€
1£'E 69’1 el 29’} ot Ge'2e
682 et b LT 8 6,62
092 0e't 0t ¢t 8 0622 .
092 0¢'t 0 e’} 8 99’2 m h h GE
092 oe't 0t 0g'} 8 e
092 0c't 0l 0t't 8 2102
092 (T ot €'} 8 08l
092 ¢t 0l €'} 8 2561
092 e’} 0 0g'} 8 9zcl
092 ¢t 0l €'} 8 2011
092 otk ot et 8 6.8
092 et o0t ¢’} 8 859
092 0e'} 0t g’} g ocy
092 ¢t 0l o€’ 8 612
092 0g'} 0t otk 8 000
. {oasw) asw)  $351Nd (oasw)  S38INd (93a)
3NIL V38 V101 INIL ‘ON anIL ‘ON TTONV NVOS

¢|idd idD
3SINd ST 13 oLE0P2 L NVOS



5,103,233

Sheet 25 of 44

Apr. 7, 1992

U.S. Patent

656 = (0esw) AONVANOJO0 JNIL HOLI3S D3A 06

00C X
X4
T4]
Scy
eS¢
€0c
192
ev'e
8¢
81°C
8l'¢
8l'¢
81°C
8¢
8¢
8l
8¢
B1'C
81°C
81°¢
(o8sw)
JNIL Nv38 TV10L

292 42 652 6l
102 6} 812 91
A 91 L} el
£S' bl 05t 1
) 1| 9¢'} ot
02} bl €2} 6
60°} 0l 60’} 8
60} 0} 60'} 8
60'} 0} 60} 8
601 01 60t 8
60} 0! 60} 8
60} 0l 60} 8
60°} 0 60} 8
60} 0l 60'L 8
60t 0l 601 8
60°} 0} 60} 8
60°} 0l 60'} 8
60'} 0 60’} 8
(ossw) e38INd  (08sw)  $3SINd
IniL ‘ON INIL ‘ON
21d) I 1dD

335INd S 113 .908'82 8 NVOS

00y
06°0¥
56°LE
156
9¢'ce
0L'6¢
Wieg
L5v¢
80°2¢
¥9'61
€Ll
9Byl
15Cl
81°01
181

LSS

8¢t

00°}

(930)
JTONV NvOS

YLL"old



5,103,233

Sheet 26 of 44

Apr. 7, 1992

U.S. Patent

LL6L = (o0sw) ADNVANOOO 3NIL HOLOIS D30 06

8- = Msmé INIL W38 3QISavoda SSI

I8 = (oesw) AONVANDD0 IHL SINIL OML
002X
28'0v
123 (A7 2 22 6! 00'Sh
vLe 18} 02 L8’} 9 geey
e 65’} Li 25’} gl L1'6E
e €'} bl ov' - 21'9e
622 N ]} LV} ol 61'€E
80°C g0’ 1 S0'} 6 6E'0E
L8} £6'0 ot £6°0 6 65'2¢
il T S - 1278 LD
18} £6'0 0l £6°0 8 89'61
18} €60 0t £6°0 8 piLl
L8} £6'0 0l £6°0 8 €971
18} £6°0 0l €6°0 8 el
L8’} £6°0 0l £6°0 8 0L'6
L8’} €60 0 £6°0 8 9Z'L
18} £6°0 ol £6°0 8 £y
18’} £6°0 0 £6'0 8 x4
L8} £6°0 0l £6°0 8 000
(o8sw) (ossw)  $391nd (ossw)  $35Nd (53a)
INILNVIETVIOL  3NIL ‘ON INIL ‘ON J1ONV NVOS

21do b1d)
3SNd ST “13 9007 6NVOS



Apr. 7, 1992 Sheet 27 of 44 5,103,233

U.S. Patent

P19 = (oasw) AONVANDD0 3WIL HOLI3S H3A 06

00¢cX
L50E
St
e8¢
Sh'e
80’

3333333

. . .
b anlh adh ol ol ol gl K o

8338

2asw)
JNIL WVY38 V101

A
6€'1
ccl
901
060
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80

(oasw)
INIL

S3sind

¢1dd

‘ON

eL1
A
ocl
0’
60
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80
¢80

(o8sw)
INIL

S3Snd

)

VO OOOVODOOOOOD

‘ON

3SINd SY1 13042566 01 NVOS

ELvy
¢ 0¥
8c'LE
60
10°LE
£0'8¢
£1°6¢
0€°¢e
€561
089}
44
AL
188

029

09°€

00°

(930)
TNV NVOS

fi1ol4



Apr. 7, 1992 Sheet 28 of 44 5,103,233

U.S. Patent

or'8y
Sl -
G8°6
00'¢ X
€6'¥C
06'C
¥Ee
c0¢
69't
&'l
Sl
St
o'l
Gl
G’}
Sr'l
S¥'l
Gb'l
Gh'l
St
(sesw)
JNIL WY38 V101

(08sw) AONVANII0 INIL HOLDIS DA 06

(o8sw)  JWIL Wv3E 3QISAVOHE SSTT
(o8sw)  AONYJNDID0 3HL SINIL OML

Gr'l
911
c0'l
180
£L0
€L0
€L0
€L0
€L°0
€L0
€L0
€L0
€L0
€L0
€L0
(oasw)
3NIL

$35nd

¢1dd

‘ON

S|
Iyt

001

¢80
€L0
€L0
€L0
€40
€L0
€40
€L0
€L0
€L0
€L0
€L0

(oasw)

NIL

b1dd

OO DO OODODOD

S331Nd

‘ON

38INd S M3 .6L2SF  HENVOS

86°CY
S 0p
£59€
L0°EE
.62
1692
8E'€2
202
1L
9e'p}
Al
95'g

69°S

82

000

(930)

JTONV NVOS

ALL°9l4



5,103,233

Sheet 29 of 44

Apr. 7, 1992

U.S. Patent

GE'8e
00C X
L6}
cre
L6’}
191
ct'l
¢t}
et}
A
A
ct'l
ce'l
ct'l
A
A
(o8sw)
3NIL WY38 TviOL

8l'l
660
6,0
990
990
990
990
990
99°0
99'0
990
990
990
(oasw)
INIL

S3snd

¢1dd

‘ON

A
660
¢80
99°'0
99°0
990
99°0
99°0
99°0
99°0
99°0
99°0
990

(o8stw)

aNiL

b1dJ

(08sw) ADNVAND0 INIL HOLD3S H3Q 06

[-cN-oN-cR-of .o} N -N--N--N..)

S35Nd

‘ON

3SINd ST 13 ESHLS 21 NVOS

A% ;
20'6€
20'Ge
/A
9522
0%
/502
0z'L
68°Cl
£9°0}
ov'L
64p
00'
(930)

J1ONY NVOS

1LE°9I4



Apr. 7, 1992 Sheet 30 of 44 5,103,233

U.S. Patent

§'1E = (08sW) AONVANOID0 INIL HOLOIS D3a 06
Icl- = MommE 3NIL Wv38 30ISQvOHE SS31

9,26 = (desw) ADNVANDIDO 3HL SINIL OML

002 X

8E9|

€22 60L 8L {8 G 00'SY

9L’} 80 L 1670 2l 9}y

8b'} €L0 2 9/'0 0l 8v'SE

TAl 19°0 ot 19°0 8 90’16

T4 19°0 0t 19°0 8 ¥8'92

A A A .

T4 19°0 0} 19°0 8 G6'p} wii "old

12} 19°0 0} 19°0 g 94}

12} 19°0 0} 19°0 8 'L

12 19°0 0l 19°0 8 0LE

12h 19°0 0l 19°0 8 000

(oasw) (oesw) 935INd  (98s5W) S3SINd (930)
JNILWY3EIVIOL 3WNIL  ON JNIL ON  T1ONV NVOS

21d) F1dD
3SINd STI 13066245 €1 NVOS



5,103,233

Sheet 31 of 44

Apr. 7, 1992

U.S. Patent

9g'51} = (oesw) AONVANIO0 INIL HOLO3S DA 06

¢9'9
19'G
09y
18°C
L T
08¢
85¢
T
c0e
c0¢
c0e
¢0¢
c0¢
c0¢
c0e
¢0¢
c0¢
c0¢
c0¢
c0¢
c0¢
(oasw)

8

[ap ]
S S STt (SnarSer SN S e Tt Al Tty Tl

e Y Y e e Y e g g g e e e ey g O] O O

T e = -y gy e g — o v O] O\ O\

Co oo oS oS oo~ MmO Mm

L0t

(ossw) s3sINd  (09sw) $3SINd

3NILAV3EvIOL  JWNIL

21d)
357nd ST

£t
8¢
te

‘ON

“130000¢ ¥1 NVOS

8¢t
8L¢
1oe

33

e St
P G g GED R QIR G WS G e R e e PR g W =

e o g g g e e P (O D
OO OCOOOCOOQO™ANM

- - -
===

E

H1dD

OO0 DODDN

‘ON

00'GY

62y
S20p
89°L6
646
VA
EV'0E
€182
8862
89°€2
1512
8e6}
T4
81'S}
2LEl
L0}
b0'6

0L

10°S

00'¢

00’}

(930)

JTONV NVOS

utl "old



81’801 = (98sw) AONVANI0 INIL HOLDIS HIA 06

5,103,233

Sheet 32 of 4

Apr. 7, 1992

U.S. Patent

o0 MoomE JNILL WV38 30ISav0HE SS31

_2: = (08sw) AONVANI00 IHL SINIL OML

e

909 U I AL
567 e 12 52 02 S6°L¥
b0y 202 0 207 9 62°6€
8v'e X S T YR S 6106
80 %1 S |z 9z ¥E
002 G T S So'lE
e Zhoa %L ol 1562
522 WE O w6 212
202 WE 0 WL 8 1642
202 E 0 0t g e
s AR A - ol

2 . 0 . .
202 e 0L 101 8 5e91 OLL 'Ol
202 e o 1L 8 A
202 0E 0 0L 8 612
202 T S TR T S £1'01
202 T S TR T S 60°8
202 0 0L Wb 8 909
202 WL o 1L 8 £0p
202 T S TR T S 202
202 0L 0 WL 8 000
(0asw) (oasw) g35INd  (995W) §3SINd (930)
SNILWVIETVIOL 3MIL  'ON  3MIL  ON 19NV NVAS

21d)
35Nd ST}

b1dd
130502, G NVOS



Apr. 7, 1992 Sheet 33 of 44 5,103,233

U.S. Patent

¢h'201 =(08sw) AONVANII0 INIL HOLDIS DA 06

08¢
AKX
5¢'¢
¢0'¢
c0¢
¢0¢
c0'¢
0¢
c0¢
c0¢
c0?
c0'e
c0'¢
c0'¢
c0¢
c0¢

(oasw)

€8¢ - 8¢ 8.°¢C (4
- ¢€'¢ £e 1e¢ 8l
[ 61 681 Si
c9'l 9l ¥o'l €l
A 4 6€'1 b
i’} ¢l 921 01
Wi b 14 6
o'} 0l '} 8
0'} 0l o't 8
10t 01 '} 8
W'} 0l W't 8
't o0} 't 8
o'} 0l 0} 8
W't 0l '} 8
o't 0l W'} 8
o't 0l W't 8
o't 01 10’} 8
10'} 0l '} 8
't 0l 10} 8
o'} 0l 't 8

(oasw) g39INd  (0esw) 939N

JNILNV3IETVIOL 3WNIL  'ON dNIL  ON

21d) b1dD
3SINd S 13.950°2F 91 NVOS

1844
e’y
6986
1196
c9'tt
6146
£8'8¢
1592
AL
c0'ce
£8'64
9LI
£9°GL
WeEl
AL
€6
91°'L
01'S
50t
004

(930)
J1ONV NVOS

dii ol



U.S. Patent Apr. 7, 1992 Sheet 34 of 44
PROGRAM INITIALIZE WEATHER AND VOLUME 1212
/ SURVEILLANCE COMPLETION POINTERS.
1210 SET NEXT FRAME TIME TO CURRENT TIME.
SET VOLUME SCAN COUNTER=1
SET FRAME COUNTER=0
SET FAST TRACK UPDATE POINTER=0
INITIALIZE SPECIAL FUNCTION FLAG 1216 ~
CALCULATE SEQUENCING AND
1214 SCHEDULING TIMES FOR TRACK,
WEATHER AND VOLUME
ISIT ves | SURVEILLANCE CONTROL BLOCKS
TIME TO BEGIN FOR NEXT 5 SECONDS: STORE TIMES
6 NEXT SCHEDULING IN MEMORY TABLES FOR USE BY .
FRAME? CONTROL LOGIC ROUTINES.
SET NEXT FRAME START TIME T0
FROM CURRENT TIME + 5 SECONDS.
(FIG. 12f) NO INCREMENT FRAME COUNTER
1218

1220

S ITTIME

TO PERFORM FAST YES
TRACK UPDATES?
NO
ISITTIMETO s

PERFORM WEATHER
SURVEILLANCE?

NO

1222

IS IT TIME
TO PERFORM VOLUME
SURVEILLANCE?

NO

o

) B

FlIG. 12a

5,103,233




~U.S. Patent Apr. 7, 1992 Sheet 35 of 44 5,103,233

FiG. 12b

1254 \
CALCULATE AVAILABLE TRACK
DWELL TIME REMAINING IN
THIS SCHEDULING FRAME AND 1256
SORT PRIORITY TRACKS AND AN
EXTRAPOLATE TARGET PARAMETERS BUILD TRACK
TO NEXT SCHEDULED DWELL AND PARAMETER/
SELECT PRF, PULSEWIDTH, AND 3 CONTROL BLOCK
NUMBER OF PULSES FOR EACH FOR TIMING
SCHEDULED TRACK DWELL AND CONTROL UNIT
ALLOCATE DWELL TIME UNTIL :
EXHAUSTED; DEFER SCHEDULING
OF TRACK DWELLS FOR TARGETS
NOT SCHEDULED UNTIL NEXT
TRACK SCHEDULING SEQUENCE

B




U.S. Patent Apr. 7, 1992 Sheet 36 of 44 5,103,233

RESET VOLUME SCAN
COMPLETION POINTER
INCREMENT VOLUME
1265 SCAN COUNTER
R
BUILD NEXT
VOLUME SCAN
PARAMETER/CONTROL |
BLOCK FOR
TIMING CONTROL UNIT
1268 \\ l
INCREMENT
VOLUME SCAN FIG. 12¢
COMPLETION POINTER

i



U.S. Patent Apr. 7, 1992 Sheet 37 of 44 5,103,233

THERE ANY SPECIAL
RADAR DWELLS THAT
MUST BE SCHEDULED

BUILD
SPECIAL FUNCTION
PARAMETER/CONTROL
BLOCKS FOR
TIMING CONTROL UNIT

=

FiG. 12d




U.S. Patent = Apr. 7, 1992 Sheet 38 of 44 5,103,233

1272 \

RESET WEATHER
SCAN COMPLETION
POINTER

BUILD NEXT
WEATHER SCAN
PARAMETER/CONTROL
BLOCK FOR
TIMING CONTROL UNIT

1276 N\

INCREMENT
WEATHER SCAN
COMPLETION PONITER

’ FIG. 12e




U.S. Patent

FROM
(FIG. 12b)
(FIG. 12¢)
(FiG. 12d)
(FIG. 12e)

Apr. 7, 1992

INSERT SEQUENTIAL DWELL
INDEX INTO CONTROL BLOCK
FOR EACH DWELL AND
STORE PARAMETER/CONTROL
BLOCK IN FIFO CONTROL QUEUE
AND UPDATE QUEUE POINTERS
STORE LAST DWELL'S:
DWELL INDEX NUMBER
END TIME

GET NEXT DETECTION
PROCESSOR DATA BLOCK
FROM DATA BLOCK QUEUE
AND UPDATE QUEUE POINTERS

v

PROCESS DP DATA BLOCK

IDENTIFY:
NEW TARGETS,
DEDICATED TRACKS,
MANEUVERING TRACKS:

UPDATE TRACK FILES AND
FAST TRACK UPDATE POINTER AND
EXTRAPOLATE DEFERRED TRACKS;

STORE RESULTS FOR USE IN
CONSTRUCTING THE NEXT
PARAMETER/CONTROL BLOCK
FOR THE TIMING CONTROL UNIT

; -

GETTMEAND
DWELL EXECUTION
STATUS FROM
THE TCU MESSAGE
QUELE AND UPDATE
THE TCU MESSAGE
QUEUE POINTER

5,103,233

Sheet 39 of 44

1278

FIG. 12f

\ 4 1280

1282

NO

IS IT TIME
TO BUILD A NEW
PARAMETER/CONTROL
BLOCK FOR
THE TCU?




U.S. Patent Apr. 7, 1992 Sheet 40 of 44 5,103,233
9 9
FROM BLOCK 1242
OF FIGURE 12b
12012 12014 12016
TARGET SPEEDSTES NO
12018 12020, NO P=5
NO_HaNGE LESS 2%
THAN 20 NMI? SPEED>160 KTS
12056 12054 P=7
M AN
o |
12060 12058 IS 1 YES
NO L ALTITUD 2030 12032
LESS THAN IS NO
7500 FEET? PEED>135 KTS P=9 |
12062 »
R YES 12034 YES
£-jo) v
12064
| 12036 12038
YES
P=P+1
1244
NO
12040 12042
ISIT
YES TO BLOCK
A DEFERRED P=P:2
1 K
FIG. 12g TARGET? 120:6 (FIG. 12b)
NO \T
12044 W }RETURN
YES
=S oy TARGET
' PRIORITY=P
NO 12066 \ T




U.S. Patent Apr. 7, 1992 Sheet 41 of 44 5,103,233

1318a 1318b
1316~ f4 )
|

1312 M 3
Q RANGE : 10
PUSE | ! siEiose o] ® < 1318 L RESHOLD
K COMPRESSOR| | SUPPRESSION %%EHH . } CIRCUITS
1310 BANK .
[ ]
FIG. 13 e | [
PRIOR ART fw |{DET.}>
14206 14282 1318a
1316 —___f1 2088 —1DET. I 318
o ZDSS_’iRE.T_I'/
. 1312~ 1428b
1Q EXP({2n, KT, )
PUSE || 1318
5‘ | COMPRESSOR ZDSS |—»{DET.}-~
1310 e taohe
EXP(-enl; KTy )
™ ® e
® 1420 ° *
FIG. 142 2N e e e
. \1428M
EXP(2r}y KTy )
1442 14443 1444b 1444c )“0 1444N
i I e
(FIG. 142) .
,+m | ‘d hm FIG. 14b
i
1450

TO DETECTOR 1318b (FIG. 14a)



U.S. Patent Apr. 7, 1992 Sheet 42 of 44 5,103,233

14200~ 15283 1318a
1316 —__ 11 #{PC&SS|—#{ DET. |
i *@—'*mss—— DET.}—>
2 . Cisosp - 1318b
+Q f EXP(121d2 k‘to ) 11552 -
7_’ 3 PC&SS .
;t \ —C DE(‘ » THRESHOLD
1310 P 1420 .. “-1528¢c “q318c | CIRCUITS
EXP(—j.Zrcfa KTy) . ]
® ) P
- 1420M : . 1/318M
fu PC&SS|-»{DET.}—»
. \i528M
EXP({2r}y KT )
FIG. 15a

1544c/~'"° 1544(N-1) 1544N

1541 5442
MULT]PUERM‘—T -Dé—‘t o o o (
1420C (FIG. 153)
‘“j 1546b/+ 154g+ tasmn 1546N
2

e
1550

EEains

1562~ ¥

1528¢

FIG. 15b



U.S. Patent Apr. 7, 1992 Sheet 43 of 44 5,103,233

_____________________________________ ]
N N :
o ! r i
S il T oo ¥
AT A ¥
] 1 ' t !
H—p 9 et Mt 9 °°-+E:
:: e oo E E % + o o o/+ ::
oo Jo 12 Ny ol Jof Ng-1] 1!
;l 5 - 3 ¥
K [ I P
N, ereyepereprgmrn o e i
________________ -1530J
1552~ r !
e
—T—t 9 et
: + + 1560 -
' e o o '
b iy 151y 162) fM ‘-1); !
FIG. 15¢c | AQl0l@ @) .
| 1
] [}
I I !
-
15300~ 1560\ 131ga
PATIERN-] [RANGE]
—] MATCHED {SIDELOBEl*1 DET
f1 14200 FLTER FILTER 13180
PATTERN- RANGE
to MATCHED [->{SIDELOBE}{ DET
1530a FALTER FILTER
+Q SUBP\ULSE i \153013 - 1580
MATCHED }»{ ° EXP(i2xy KTy )
FILTER L ° ° °
1310 ® . . .
) 15300 1560 1316M

PATTERN- RANGE
fu MATCHED [{SIDELOBE}-#{ DET
FIG. 15d FILTER FILTER
‘ - 1420M :
420 EXP(42rd), KT, )



U.S. Patent Apr. 7, 1992 Sheet 44 of 44 5,103,233

AMPLTUDE ., “

A ’/\ FREQUENCY
\ 1612
\ 1613




5,103,233

1

RADAR SYSTEM WITH
ELEVATION-RESPONSIVE PRF CONTROL,
BEAM MULTIPLEX CONTROL, AND PULSE
INTEGRATION CONTROL RESPONSIVE TO

AZIMUTH ANGLE

This invention relates to radar systems, and especially
to radar systems intended for operation with targets
which are known to be below a predetermined altitude.

The volume of air transportation is placing increasing
demands on air traffic control systems. Air traffic con-
trol systems may utilize surveillance radar systems for
detection of aircraft approaching and within a con-
trolled region, beacon systems for activating transpon-
ders on aircraft equipped therewith, communications

10

15

between air traffic controllers and aircraft, wind shear

detectors, weather radar, terminal approach systems,
terminal approach systems for use with parallel run-
ways, wake vortex monitoring, and possibly other func-
tions. The various equipments required at each airport
are individually expensive, their independent sitting
requires extensive installation and large land area, and
also requires extensive communications lines and facili-
ties for interconnection of the equipments with a con-
trol center. The independent sites must each be pro-
vided with security and maintenance, which increases
costs. Present air traffic control primary surveillance
radars such as the ASR-9 are mechanically scanned
fan-beam systems.

Mechanically scanned reflector antennas for surveil-
lance use generally use a “‘cosecant squared” fan-beam
radiation pattern to provide coverage in elevation while
scanning in azimuth. Mechanically scanned systems
cannot advantageously be adapted for common use for
tracking and either final-approach control or atmos-
pheric-disturbance monitoring, because the reflector
antenna has substantial inertia, and cannot be moved
quickly from one position to another. In radar, any
condition generating a reflection, such as an aircraft or
a localized weather phenomenon, is termed a “target”.
For aircraft final approach control, the delay from one
rotation of the reflector antenna to the next is so long
that proper aircraft control may not be possible under
all circumstances, especially with high-speed targets
such as aircraft, and atmospheric disturbance targets
may change or move significantly during a rotation.
Long pulse repetition intervals (PRI) are required to
provide unambiguous coverage over long distances
using pulse Doppler waveforms. The long PRI requires
the rotating-reflector antenna to dwell for a relatively
long time at each incremental azimuth position, so the
antenna rotational speed cannot be increased without
reducing its maximum unambiguous range. For an in-
strumented range (maximum range for which the equip-
ment is designed and optimized) of 60 nautical miles
(nm), the ASR-9 completes a 360° scan in about 5 sec-
onds. One nautical mile equals 1852 meters or 1.1508
. statute miles.
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The long-range requirement also requires the use of 60

relatively high transmitted power to reliably detect
small targets. High transmitted power implies a rela-
tively higher peak transmitter power or a longer dura-
tion transmitter pulse (also known as a *‘wider” pulse).
Assuming a maximum available peak power, longer
range implies a longer duration transmitted pulse. A
longer duration pulse tends to reduce range resolution,
which is the ability to distinguish among targets which

65
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are at similar ranges. Pulse compression techniques can
be used to improve range resolution in spite of the
longer pulse duration, thus eliminating the need for high
peak power short puises, but the minimum range at
which a target can be detected increases with the trans-
mitted pulse length. Thus, if the transmitter pulse dura-
tion is 100 microseconds (us), the minimum distance at
which a target may be detected is about 8 nautical miles
(nm). Clearly, a surveillance radar using pulses of such
a duration cannot be used to detect aircraft which are
landing or taking off from an airport. An additional
problem associated with pulse compression is the ap-
pearance of range sidelobes (as distinguished from an-
tenna sidelobes) in addition to the main range lobe. The
time position, or range, of the main lobe is the position
that is tested for the presence of a target and for estimat-
ing the parameters of that target (reflected energy or
power, closing speed, fluctuations in echo power and
closing speed, etc.). The presence of range sidelobes on
the compressed pulse results in interfering echoes
which originate at ranges other than the range of the
main lobe. This interference, known as “flooding™ can
cause erroneous estimates of the echo characteristics in
the range cell (i.e., range increment) covered by the
main lobe. Prior art techniques for suppressing range
sidelobes include the ‘*‘zero-Doppler” technique, in
which the range sidelobe suppression scheme is based in
part upon the assumption that the interfering echoes, as
well as the desired echo, have a closing velocity that has
no significant Doppler phase change or shift over the
duration of the uncompressed pulse. The Doppler phase
shift ¢py, across the uncompressed pulse is 27 times the
product of the Doppler frequency shift and the uncom-
pressed pulse duration (i.e. ¢pr=2w { To radians).
When this Doppler phase shift is actually zero or very
small, moderate sidelobe suppression is achievable with
the zero Doppler design. However, the zero Doppler
design is very sensitive to small Doppler frequency
shifts, making deep sidelobe suppression impossible for
applications in which very deep sidelobe suppression is
desired, as in weather mapping, clear air turbulence
detection, and microburst detection.

Electronically scanned array antennas are inertialess,
and may be capable of rapid scanning. The rapid scan-
ning ability gives rise to the possibility that various air
traffic control and atmospheric monitoring uses could
be multiplexed with the surveillance. An array antenna
using a centralized power transmitter and a *“corporate”
feed has lossy transmission-line components, including
power splitters, between the transmitter and the ele-
ment of the array antenna. Such losses may make it
difficult to achieve the desired power gain with anten-
nas of reasonable size, low-power phase shifters, and
moderate-power transmitters.

An active phased-array radar may provide improved
reliability over a single-transmitter radar by virtue of its
many transmitter modules. Also, it may provide high
power gain by virtue of its many transmitter modules,
and because power losses occur at low power levels
before final amplification, which results in low power
losses between the transmitters and their antennas. The
active antenna architecture also provides reduced sys-
tem noise during reception because the majority of the
receiver losses follow low-noise amplification. Because
of the inertialess scanning, it provides the possibility of
integration of functions other than surveillance, thereby
providing an overall cost reduction.
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SUMMARY OF THE INVENTION

A radar apparatus for detection of targets includes a
controllable signal generator with a pulse recurrence
frequency (PRF) control input port, for generating
pulses of radio frequency signals at a recurrence fre-
quency which is controlled by PRF control signals
applied to the control input port. According to an as-
pect of the invention, a controllable active array an-
tenna is coupled to the signal generator. The antenna
has a thinned aperture. The antenna includes a control
input port, and is adapted for responding to the radio
frequency (RF) signals by transmitting at least one pen-
cil beam in a direction established by control signals
applied to the control input port of the antenna. An
elevation determining arrangement is coupled to the
control input port of the antenna for generating eleva-
tion angle contro! signals for directing the beam of the
antenna in a predetermined direction. According to an
aspect of the invention, the signal generator is coupled
to the elevation determining arrangement for control of
the recurrence frequency in response to the elevation
control signals. In a particular embodiment of the inven-
tion, the PRF control signals are generated at a rela-
tively high rate (as high as 15 or 16 KHz) when the
elevation control signals direct the beam to a relatively
high elevation angle (near 60°), and the PRF signals are
generated at a relatively low rate (near 1 KHz) when
the elevation control signals direct the beam at a rela-
tively low elevation angle (near 0°). According to an-
other aspect of the invention, the volumetric scan is
speeded by a beam multiplex mode of operation, in
which the pencil beam alternates between spaced-apart
positions during sequential transmit/receive intervals,
so that a portion of the interpulse time otherwise used
only for range ambiguity reduction is used to derive
additional useful information. In a particular embodi-
ment of the invention, the pencil beam alternates in
azimuth angle about positions spaced apart in azimuth
by at least 12°. According to another aspect of the in-
vention, the volumetric scan is speeded by using rela-
tively short transmitter pulses at high elevation angles
and relatively long pulses at low elevation angles,
whereupon only the low elevation angles need to be
scanned again with short pulses to fill in the short-range
coverage. In a particular embodiment of the invention,
pulses of 100 uS duration are transmitted at elevation
angles below about 10°, and pulses of 1 1S duration are
transmitted at elevation angles above about 15°. Ac-
cording to another aspect of the invention, the loss of
gain or signal-to-noise margin occasioned by scanning
the pencil beam off-axis is compensated by relatively
increasing the number of pulses transmitted on each
beam compared with the relatively smaller number
which is transmitted on axis, which increases the total
power transmitted in directions in which antenna gain is
lower. According to another embodiment of the inven-
tion, Doppler processing is used to separate returns into
frequency bins representative of radial speed, and inter-
ference from scatterers at other ranges is reduced by
range sidelobe suppression applied to the signals in each
frequency bin. Other ancillary aspects of the invention
are described below.

DESCRIPTION OF THE DRAWING

FIG. 1 is a perspective or isometric view of a shelter
or building adapted for supporting phased-array anten-
nas;
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F1G. 24 is a simplified functional block diagram illus-
trating a method for establishing energy distribution
between a feed point and one of the arrays of FIG. 1,
and also illustrating some details of the array, and FIG.
2b is a simplified functional block diagram of a transmit-
receive (TR) module which may be used with the ar-
rangement of FIG. 2a; FIGS. 22 and 2b are together
referred to as FIG. 2;

FIG. 3a is a simplified block diagram of a radar sys-
tem according to the invention, FIG. 35 is a simplified
schematic diagram of a portion of FIG. 3¢ for imple-
menting PRI and beam multiplex control, FIG. 3cis a
simplified block diagram of a portion of FIG. 3a for
implementing off axis beam integration control, and
FIG. 34 is a simplified flow chart illustrating the opera-
tion of the arrangement of FIG. 3¢c. FIGS. 34, 3b, 3c and
3d are referred to together as FIG. 3;

FIG. 4 illustrates the thinning of the aperture of the
array antenna of FIG. 2;

FIG. 5a illustrates the elevation radiation pattern of a
fully populated, uniformly illuminated aperture as a
reference. and FIG. 5b illustrates the elevation radiation
pattern of the thinned aperture of FIG. 4, with uniform
power applied to the elements of the array; .

FIGS. 6ag and 6¢ together illustrate all the beams
generated in one octant by the thinned array of FIG. 4,
and FI1G. 65 is a detail thereof; FIGS. 6a, 66 and 6c are
jointly referred to as FIG. 6;

FIG. 7 illustrates in superposed form the elevation
radiation patterns of several pencil beams sequentially
produced by the antenna of FIG. 4, showing how com-
plete coverage is obtained to a specific altitude and
range;

FIGS. 8a and 8b are elevation angle representations
of the beams of FIGS. 6z and 6¢, showing slant range
coverage;

FIG. 9 illustrates a time line;

FIG. 10 tabulates summarized parameters of an em-
bodiment of the radar as a function of angle; and

FIGS. 11a-11p tabulate details of the number of
pulses per beam as a function of azimuth angle for each
elevation angle of the beam structure of FIG. 6, and also
tabulates elapsed time per beam; and

FIGS. 12a-12g are partial flow charts, together rep-
resenting the logic for control of a radar according to
the invention;

FIG. 13 is a simplified block diagram illustrating a
prior-art processor for pulse compression, range side-
lobe reduction and Doppler filtering;

FIG. 14q is a simplified block diagram of a corre-
sponding processor according to an embodiment of the
invention, and FIG. 145 is a simplified block diagram of
a portion of the arrangement of FIG. 14g;

FIG. 15q is a simplified block diagram of another
processor for performing the same processing as in
FIG. 144, FIG. 155 is a simplified block diagram of a
portion of the arrangement of FIG. 154, FIG. 15c is an
alternative to FIG. 156, and FIG. 154 is another em-
bodiment of the invention; and

FIG. 16 is an amplitude-frequency representation of
the effect of processing in accordance with FIGS. 14
and 15.

DESCRIPTION OF THE INVENTION

FIG. 1 is a perspective or isometric view of a building
or structure. Structure 10 is in the form of a truncated
quadrilateral pyramid including faces or sides 12 and 14.
Structure 10 sits atop a base or foundation 16. Each face
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12. 14 of structure 10 bears a planar array antenna 18.
Array antenna 182 is associated with face 12, array
antenna 185 is associated with face 14, and two other
array antennas are associated with the two hidden faces
of structure 10. Those skilled in the art of array antennas
know that array antennas such as 18 may be two-dimen-
sional arrays of hundreds or thousands of antenna ele-
ments, which may be used with either a space feed or a
constrained “corporate” feed, and with phase-shifters
for scanning along one or two axes. One conventional

axis is azimuth angle ¢, measured in the x-y plane rela--

tive to the ¢ =0° axis, illustrated in FIG. 1. Another
angle which is commonly used is the zenith angle, mea-
sured from the zenith or z axis. An alternative to the
zenith angle is the elevation angle 6, measured from the
horizontal x-y plane.

A portion of antenna 18b is illustrated in simplified
functional form in FIG. 24. Antenna 185 includes a face
portion designated generally as 19 together with a feed
" portion designated generally as 30. In FIG. 2a, face
portion 19 is illustrated in cross-section, and its outer,
visible “front™ face is illustrated as a dash-line 20. A
plurality of antenna elements 22a, 22b, 22¢. . . 22n are
illustrated as being associated with front face 20. Line
20 may be considered to be the edge of a plane which is
the locus of the phase centers of antenna element 22. A
dash-line 24, which is orthogonal to front face 20. repre-
sents the broadside direction relative to the array. Ref-
erence azimuth ¢ =0° is the projection of broadside line
24 onto a horizontal plane. Front face 20 of array an-
tenna 185 is tilted relative to the horizontal so that
broadside direction line 24 makes an elevation tilt angle
@1 with the horizontal. In a particular embodiment of
the invention, B71s selected to be 15°. Thus, broadside
direction 24 of the antenna array is tilted at an elevation
angle of 15° above horizontal azimuth reference line
&=0".

Each elemental antenna 224, 22b. . . 22n of FIG. 24 is
associated with a bidirectional transmit-receive (TR)
processor or module illustrated as a block 26. Thus,
elemental antenna 22a is associated with a TR module
264, elemental antenna 225 is associated with TR mod-
ule 26b, and elemental antenna 22n is associated with a
TR module 26n. As described below, each TR module
may include a power amplifier, one or more phase shift-
ers, a low noise amplifier, and multiplexing or diplexing
arrangements. A bus conductor line 42 carries operating
power and control signals for the operating mode, for
the phase shifters, and the like, to TR modules 26.

In accordance with an aspect of the invention, the
signal source driving each of the TR modules in 2 trans-
mit mode is a further elemental antenna 28, and the load
on each of the TR modules in the receive mode is the
same elemental antenna 28. As illustrated in FIG. 2a,
this further set of elemental antennas, termed inner
antenna elements, is illustrated as 28¢-28n. Thus, inner
antenna element 284 is coupled to a port of TR module
264, inner antenna element 285 is coupled to TR module
26b, and inner antenna element 287 is coupled to TR
module 26n. A plane 34 represents the locus of the
phase centers of inner antenna elements 28.

A central monopulse space feed arrangement is illus-
trated generally as 30 in FIG. 24, and includes a mono-
pulse horn antenna 32 located near the projection of
boresight 24, and spaced away from plane 34. Horn 32
is fed with radio-frequency (RF) signal from a circula-
tor 36, which in turn receives the signal from a transmit-
ter (not illustrated in FIG. 2a) by way of a transmission
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line 38. The term radio frequency for this purpose in-
cludes microwave and millimeter-wave frequencies.
Horn 36 generates sum and difference monopulse sig-
nals from the sigmals which it receives from antennas 28,
and the sum and difference signals are coupled by sepa-
rate sum and difference channels (not separately illus-
trated) from horn 32 to a receiver (not illustrated in
FIG. 22) by way of circulator 36 and a further transmis-
sion line 40.

FIG. 2b is a simplified block diagram of a TR module
which may be used in the system of FIG. 2a. For defi-
niteness, FIG. 256 illustrates representative module 265
of FIG. 2a. In FIG. 25, signals entering inner antenna 28
are routed by a circulator 208 to a controllable phase
shifter 210, which controls the phase shift in accordance
with commands received over a portion of data path 42.
The commands select the phase shift to define the char-
acteristics of the transmitted antenna beam. Phase
shifter 210 may have an attenuation characteristic
which changes in response to the commanded phase
shift. A variable attenuator illustrated as 212 may be
cascaded with phase shifter 210 and controlled in a
manner which compensates for the attenuation of phase
shifter 210. The constant-amplitude, phase shifted sig-
nals are coupled from the output of attenuator 212 to
the input of a power amplifier (PA) 214. PA 214 ampli-
fies the signal to produce a signal to be transmitted,
which is coupled by way of a circulator 216 to antenna
22b for radiation into space. Returning signals reflected
from targets are received by antenna 224, and are cou-
pled to circulator 216. Circulator 216 circulates the
received signal to a low noise amplifier (LNA) 218,
which amplifies the signal to maintain the signal-to-
noise (S/N) ratio during further processing. The ampli-
fied received signal is coupled from LNA 218 to a phase
shifter 220, which is controlled by signals received over
a portion of data path 220 in a manner selected to define
the receive antenna beam. The phase-shifted, received
signals are circulated by circulator 208 to inner antenna
28b for radiation back to antenna 32 of FIG. 2a. Those
skilled in the art know of many modifications which
may be made to the general structure of FIG. 2a. In
particular, the attenuation or loss of circulators 208 and
216 may be reduced by substituting controlled switches
therefor, and the switches may be controlled by way, of
bus 42 during prescribed transmission and reception
intervals.

Those skilled in the art know that antennas are pas-
sive reciprocal devices which operate in the same man-
ner in both transmitting and receiving modes. Ordinar-
ily, explanations of antenna operation are couched in
terms of only transmission or reception, the other mode
of operation being understood therefrom. Elemental
antennas 22 and 28, and horn antenna 32 of FIG. 2
operate in both transmission and reception modes de-
pending upon the mode of operation of the radar sys-
tem. Thus, the description herein, while referring to
transmission and reception, as appropriate, should not
be interpreted to exclude the other operation. One cen-
tral space feed 30 is associated with each array antenna
18. An antenna array having a transmit amplifier associ-
ated with each antenna element is known as an “active”
array. Active array antenna 18ag has a central feed 30
independent of the corresponding feed for array an-
tenna 18b.

In operation, horn 32 of FIG. 2 is fed with low-level
transmitter pulses, which are radiated as an electromag-
netic field toward antennas 28. Antennas 28 receive the



5,103,233

7

pulses, and couple the resulting low-level signal pulses
to TR modules 26. Each TR module phase-shifts its
signal by an amount determined by appropriate beam
direction contro} signals applied over bus 42, amplifies
the resulting phase-shifted signal, and applies the ampli-
fied signal to an antenna element 22 by a path which
includes no discrete attenuator (although all paths in-
ciude inherent attenuation). While each solid-state TR
module 26 can produce only a relatively low power, the
cumulative result of this process performed over the
entire aperture of antenna 185 is the generation of a
pulse of high-power radiation transmitted in the desired
direction. After each pulse is transmitted, as described
below, the system reverts to a receive mode, by which
signal received at each elemental antenna 22 is coupled
to its TR module to be amplified by its low-noise ampli-
fier 218, and the amplified received signal is passed
through the controlled phase shifter 220, to be radiated
by the corresponding elemental inner antenna 28. The
cumulative effect of radiation by all such inner antennas
is to radiate a beam of amplified received signal back
toward monopulse horn 32. Horn 32, in turn, separates
the received signal into sum and difference signals, and
couples the cumulated received sum and difference
signals through circulator 36 to the system receivers as
described below. During reception, the beam may be
pointed in the direction of the preceding transmission,
or in another direction. also as described below.

FIG. 3a is a simplified block diagram of a system in
accordance with the invention. Elements of FIG. 3a
corresponding to those of FIGS. 1 and 2 are designated
by the same reference numerals. Active antenna 185 is
at the right of FIG. 3a. The beam direction of antenna
185 is controlled by beam-steering logic (BSL) illus-
trated as a block 48, which receives timing and control
signals over a data bus 42 from a timing and control
signal unit (TCU) 58. It should be emphasized that BSL
48 may be an external unit which feeds command data
in common to all the TR modules, or each TR module
may contain its own portion of the BSL for reducing
the amount of data which must be routed to each TR
module. Central radio-frequency feed 30 of antenna 185
is coupled by transmission lines 38 and 40 to a transmit-
receive (TR) multiplex (MPX) arrangement illustrated
as a block 50. In a receive mode, multiplexer 50 receives
low-amplitude or low-level signals from RF feed 30, as
described above, and couples the RF signals from cen-
tral RF feed 30 to a receiver Analog Signal Processor
(RCVR/ASP) illustrated as a block 52. A radio fre-
quency waveform generator (WFG) illustrated as a
block 54 provides low-level reference local oscillator
(LO) signals to receiver 52 in a receive mode, and also
provides low-level transmitter waveforms by way of a
transmission line 56 to multiplexer 50. Multiplexer 50
also receives timing and control signals by way of a bus
59 from a timing and control unit (TCU) 58 for control-
ling its operation to couple low level transmitter wave-
forms to RF feed 30 in a transmit mode, and for thereaf-
ter providing a path by which received sum-and-differ-
ence signals may be coupled to receiver 52.

Received signals, in sum and difference channels, if
appropriate, are downconverted and low-noise ampli-
fied in block 52 of FIG. 34, and the resulting downcon-
verted or baseband signals are coupled by way of trans-
mission lines illustrated as 60 to analog-to-digital con-
verters (ADC) illustrated as part of a block 62. Block 62
also includes a buffer for storing digitized received
signals as described below, all under the control of
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timing and control signals received from TCU 58 by
way of a data path 64. The analog-to-digital conversion
is performed at a “'range” clock rate, which defines the
smallest discernible range increment. Digitized sum
in-phase and quadrature signals, and digitized difference
in-phase and quadrature signals, together representing
the target returns to antenna 186, are coupled from
ADC and buffer 62 of FIG. 3 over a data path 66 to a
Digital Signal Processor (DSP) illustrated as a block 68.

DSP block 68 of FIG. 3a performs the functions of
(a) pulse-to-pulse Doppler filtering by means of a Fast
Fourier Transform (FFT) algorithm, with data
weighting to control signal leakage from neighboring
Doppler shifts (frequency leakage); (b) digital pulse
compression; (c) range sidelobe suppression; and (d)
further signal processing including CFAR (constant
false alarm rate) processing, thresholding for target
detection, spectral processing for weather mapping, etc.
Items (a), (b), and (d) are performed in ways well under-
stood in the art, and form no part of the invention. The
range sidelobe suppression (c) is advantageously Dop-
pler tolerant as described below in conjunction with
FIGS. 13-16. The results of the processing done in
block 68 may include (a) target detection reports (air-
craft); (b) radar track detection reports; (¢) weather
components for each resolvable volume of space, in-
cluding (c1) echo intensity; (¢2) echo closing speed, and
(c3) spectral spread of the echo, and these components
of information may be included in Digitized Radar
Detection Reports (DRDR). The DRDR reports may
also include data relating to the angular coordinates of
the antenna beam in which the detection occurred, the
range of the detection, the monopulse sum and differ-
ence values extracted from the digitized received sig-
nals, and the PRF of the dwell in which the detection
occurred. The target ID may also be included if the
detection occurs in a tracking beam. The DRDR re-
ports are applied over a data path 70 to Detection Pro-
cessor (DP) block 72. -

In generating the DRDR reports, DSP block 68 of
FIG. 3a performs pulse Doppler and moving target
indicator (M TI) or moving target detector (MTD) filter
processing. A person skilled in the art of pulse compres-
sion will know that the radar pulse must be coded in
some manner that allows DSP block 68 to correlate
received signals with the known transmitted pulse code.
The correlation process simultaneously improves the
signal to noise ratio and the range resolution of target
echoes. A person skilled in the art knows that a variety
of satisfactory pulse coding techniques are available in
the prior art. Such techniques include the well known
Barker Codes, pseudorandom noise codes, and linear
FM coding techniques. DSP block 68 therefore also
performs digital pulse compression on the received
signals.

The processed amplitude output of the sum channel is
also compared to a detection threshold level in DSP
block 68 of FIG. 3a, and if the amplitude exceeds the
threshold a detection is declared, and the above-men-
tioned range, sum and difference values and other data
are formatted into the Digitized Radar Detection Re-
ports and communicated to DP block 72 via data path
70. A person skilled in the art of radar detection will
know how to set the threshold level according to the
radar characteristics and the desired probability of de-
tection (Pd) and probability of faise alarm (PFA), and
he will know how to design the threshold detector to
use a smoothed estimate of interference and outputs
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from the moving target detector (MTD) to yield a de-
tection process that has the characteristic of 2 Constant
False Alarm Rate (CFAR) detector. DSP block 68 can
be implemented in a variety of embodiments, including
1) specially designed hardware which performs only
the specific processes required for the DSP; 2) a high
speed general purpose computer which is programmed
to perform the specific processes required for the DSP;
3) a high speed general purpose array processor which
is programmed to perform the specific processes re-
quired for the DSP; and 4) combinations of the above.

Detection processor block 72 receives the DRDR
reports, including track reports (defined below), from
DSP block 68 by way of data path 70 and processes the
digitized sum and difference values to estimate mono-
pulse corrections, and adds the corrections to the beam
angular coordinates to calculate the angular position of
the detected target. Detection processor block 72 also
calculates the range and range rate of the detected tar-
get. Detection processor 72 appends the processed
range, angles and range rate to the digitized detection
report and sends the resulting DRDR reports and track
reports to Radar Control Computer (RCC) block 78 by
way of data path 76, and to other external users over a
data path 74. RCC block 78 uses the detection and track
reports to identify new targets, to identify maneuvering
targets, to identify dedicated tracks, and to update track
files, and also uses the results to construct new sets of
control parameters according to the Radar Scheduling
Control Program (RSCP) iliustrated as block 80 in FIG.
3 and further described below in conjunction with
F1GS. 12a-g. The Radar Scheduling Control program
actually resides in Radar Control Computer block 78.

FIG. 4 illustrates the thinning of the aperture of the
array of antenna 18b. Thinning of the aperture is an
aspect of the invention which may advantageously be
used in conjunction with other aspects of the invention.
As illustrated in FIG. 4, the rectangular aperture in-
cludes 55 columns in which an antenna element may
appear, and 59 rows, for a total of 3245 locations or
“slots™. In a fully populated array, the row spacing is
such that elements are required in every other row to
implement a triangular element lattice. Column 1 of a
fully populated aperture contains elements in odd num-
bered slots 1 to 59 for a total of 30 elements, column 2
contains elements in even numbered slots 2 to 58 for a
total of 29 elements. Therefore, every other siot is filled,
and the fully filled or populated aperture {a non-thinned
aperture) contains 1623 elements located in 3245 slots.
The existence of an antenna element (and its corre-
sponding transmit-receive module and inner antenna) in
a slot (a member of the population) of the thinned array
is represented in FIG. 4 as a numeral 1" located at the
intersection of the corresponding row and column. The
absence of a numeral “1” indicates that the thinned
array includes no antenna element at that location. Col-
umn §7 of FIG. 4 lists a numeral in each row, which
represents the number of antenna elements of the
thinned distribution in the row, and column 58 shows
the number 829, which represents the total number of
elements. Row 62 similarly includes numerals repre-
senting the total number of elements in each column,
and the total of those numbers appears in row 65 as a
check.

The thinning of the array is in accordance with prob-
ability based upon a Taylor distribution. This type of
thinning is described in the July, 1964 issue of IEEE
Transactions on Antenna and Propagation, at page 408
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in an article by Skolnik et al. Naturally, other thinning
distributions may provide satisfactory performance for
some purposes. The thinning reduces the antenna ele-
ment density near the edges of the aperture compared
with the density near the center of the aperture. Those
skilled in the antenna arts know that an element distri-
bution of this sort generates an antenna pattern with
relatively low sidelobes compared with a uniform distri-
bution of the elements. Thus, thinning illustrated in
FIG. 4 avoids the need for modulating the power out-
put of each TR module 26 of FIG. 2. That is, the power
amplifier 214 of each TR module 26 can operate at the
same output power, and the effective amplitude distri-
bution across the aperture of the antenna array is such
as to yield desirable sidelobe levels and beam shapes. If
each radio-frequency amplifier (214 of FIG. 2b) pro-
duces the same amount of power to be radiated, the
thinning eliminates the need for an attenuator following
each power amplifier 216 for controlling the power to
taper a fully populated aperture. Not only does this type
of thinning reduce the need for a power output control-
ling attenuator associated with each TR module, but all
TR module transmitter amplifiers can be identical units
which operate at the same maximum output power level
and therefore at maximum efficiency and therefore
yield the highest possible transmitted power gain prod-
uct. This is particularly important when solid-state ra-
dio-frequency (microwave or millimeter-wave) amplifi-
ers are used, which at the present state of the art tend to
be limited in available output power by comparison
with vacuum tubes. The thinning is also advantageous
from a cost viewpoint because control buses for the
attenuators need not be provided, the number of TR
modules in the populated antenna aperture is less than in
a fully populated aperture, and each of the modules may
be fabricated without an attenuator. It should be noted
that while, as described above, it is advantageous to
avoid use of an attenuator between the final radio fre-
quency amplifier and the associated antenna element, it
is not possible to avoid attenuation which is inherent in
the various components and elements in the intercon-
nection. If these interconnections include variable ele-
ments such as variable phase shifter 210 of FIG. 25, the
unavoidable attenuation or loss may even be variable.
Consequently, if the path between the inner antenna 28
and the RF power amplifier includes a variable phase
shifter such as 210 controlled for directing the beam, an
associated attenuator such as 212 may be required in
order to equalize the attenuations of the various phase
shifters and to maintain constant effective PA output
power.

FIG. 5a illustrates a computer simulation of an eleva-
tion radiation pattern of a fully filled or fully populated
aperture of 1623 uniformly distributed elements. The
pattern of FIG. 5¢ is made at $=0°, the vertical plane
in which the broadside axis (24 of FIGS. 1 and 2) lies.
As illustrated in FIG. 5q, the first sidelobes are about 14
dB down. FIG. 5b illustrates a distribution according to
FIG. 4, having 829 elements, all of equal amplitude. As
illustrated in FI1G. 5b, the main beam 510 is narrow and
symmetric, and the sidelobe level is more than 20 dB
down. The simulated element errors for FIG. 5b are 0.1
Volts/Volt maximum rms amplitude error (10% error)
and 18.71 degrees maximum rms phase error. The low
sidelobes of the thinned array are advantageous in the
context of an air traffic control radar system as de-
scribed below because the individual beams which are
generated tend to reject returns from adjacent beams.
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Antenna beam 510 produced by array antenna 185 has
the same general appearance in the azimuth plane as in
the elevation plane, and may be considered to be a
*pencil” beam as opposed to a fan beam.

Array antenna 186 of FIG. 1 could be designed to
provide a fan beam corresponding to that of the ASR-9
mechanically scanned system. However, such a fan
beam has the disadvantage that the transmitted power is
distributed over a larger volume than a pencil beam,
and the power density is therefore lower than that of a
pencil beam, so detection of distant targets requires
greater power from each TR module; put another way,
the use of a fan beam reduces the detectable target
range for a given maximum TR module output power.
Furthermore, generation of a fan beam requires a con-
siderable amount of amplitude and phase tapering of the
aperture distribution, which as mentioned above re-
duces overall power gain, and also reduces efficiency.

According to an aspect of the invention, active array
antenna 185 of FIGS. 1 and 2 is capable of producing
pencil beams in certain discrete azimuth and elevation
directions. The shape of the beams is determined, in
part, by the relative phase shifts imparted to the RF
pulses transmitted by each antenna element, and the
phase shifts are controlled by phase shifters associated
with each TR module. The phase shifts required for a
pencil beam in a given direction are well known. FIG.
6a illustrates as ellipsoids each of the beams produced in
one octant (one-eighth of a hemisphere) in a volume
scan mode of operation, while FI1G. 65 illustrates the
beams produced in the same octant in a short-range
mode of operation. Each antenna 18 in FIG. 1 produces
coverage in two octants, together corresponding to one
quadrant (one-guarter of a circle or hemisphere). Thus,
antenna 185 produces the beams illustrated in FIG. 62
and a similar number of additional beams (the exact
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number is not the same because FIG. 6¢ illustrates the -

on-axis beams which overlap the two octants). The
azimuth angle. ordinarily designated &, is indicated
both in millicosines and in degrees relative to the pro-
jection &=0° of broadside line 24 (FIG. 1) into the
horizontal x-y plane. -

At the left of FIG. 64, line 616 represents the azimut
broadside direction, and line 618 near the bottom of the
FIG. represents O° elevation. Line 620 at the right
represents the 45° off-axis contour, and line 622 at the
top represents 60°, the uppermost elevation angle of
interest. As illustrated in FIG. 64, the antenna is capable
of producing pencil beams at all elevation angles of
interest, ranging from about 0° to about 60°. In the
azimuth direction, the beams are generated from ¢ =0°
to ¢ =45"; another antenna array 18 on an adjoining
face of structure 10 of FIG. 1 continues the scan beyond
the 45° iliustrated in FIG. 6a.

" The elevation angle may be scanned up to 90° in
elevation above the horizon in order to extend the sur-
veillance coverage volume and eliminate the “‘cone of
silence” above 60° in the current embodiment. The
elevation angle may also be scanned down to 90° below
the horizon (if tilt angle is appropriate) in order to ac-
commodate sitting peculiarities such as a mountain top,
or cliff.

As illustrated in FIG. 6q, the pencil beams are gener-
ated at 13 discrete elevation angles. In the azimuth di-
rection, the number of pencil beams depends upon the
elevation angle. At the lowest elevation angle (nomi-
nally 0%), 20 off-axis antenna beams 6015, 601c, . . . 601g.
. . 601u are provided in the illustrated octant. Another
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20 off-axis antenna beams occur at the lowest elevation
angle in the complimentary octant (not illustrated).
which, together with the on-axis pencil beam 601a,
make a total of 41 discrete beam positions in azimuth.
While beams 601 are nominally at zero degrees eleva-
tion, the beam centers are actually centered at an eleva-
tion angle of about 1.2°, so that the 3 dB beamwidth
(about 3°) of each pencil beam nominally provides cov-
erage down to ground level. Those skilled in the art
realize that coverage down to ground level may cause
ground clutter and result in unwanted returns, which
may be dealt with by signal processing. Each beam 601
nominally overlaps the adjoining beam 601 at the 3 dB
contour. The actual beam overlap may differ from 3 dB,
as described below in conjunction with the discussion of
gain margin.

At the next higher increment of elevation angle in
FIG. 6a, which is centered on 3.765° in elevation, a
further set of 21 off-axis beams 602a. . . 602u appear at
various non-zero azimuth angles in the octant illustrated
in FIG. 6a. Beams 602 are shifted in azimuth relative to
beams 601, and as a result there is no on-axis beam 602.
For example, the centers 661a, 6615 and 662a of beams
601a, 6015 and 602a, respectively, form a triangle illus-
trated by dash-lines 698, as illustrated in more detail in
FIG. 6b; the cumulation of such mutually staggered
beams results in a triangular lattice. Each beam 601a,
601b and 6022 nominally overlaps the adjacent beams at
the 3 dB contour. It should be emphasized that this
overlap is only conceptual, as the beams are generated
sequentially and not simultaneously. There are a total of
2X21=42 beams 602 in a quadrant.

At the next higher increment of elevation angle in
FIG. 6a, which is 8.043°, a further set of one on-axis
beam 6034, and 20 off-axis beams 6035. . . 603y result in
a total of 41 beams in a quadrant. A total of twenty
off-axis beams are illustrated in FIG. 6a as beams
604a-604:, all of which are centered on 12.381° in eleva-
tion (40 beams/quadrant). Similarly, as illustrated in
FIG. 6a, 19 off-axis beams 605b. . . 605, and an on-axis
beam 605z are all centered on an elevation angle of
15.829° (39 beams/quadrant). Table 1 tabulates row
numbers from 1 to 13, the corresponding elevation an-
gles, number (#) of pencil beams illustrated in FIG. 6a,
and beam designations for the octant of the arrangement
of FIG. 6a. The total number of beams (Total #) in a
quadrant is also given.

TABLE 1
Row Angle # Beam Designation Total #
1 1.200° 21 601a . .. 601lu 4]
2 3.765 21 602a . . . 602u 42
3 8.043 21 603a . . . 603u 4]
4 12381 20  604a... 6041 40
5 15.829 20 605a . . . 605t 39
6 19.627 20 606a . . . 606t 40
7 24037 20 607a . .. 60T 39
g 28.806 18 608a . . . 608r 36
9 34.006 18 60%a . .. 609r 35
10 39.527 16 610a . .. 610p 32
11 45273 15 6lla... 6110 29
12 51.153 13 612a ... 612m 26
13 57.235 12 613a ... 6131 23

As may be discerned by reference to Table I, the
number of beams tends to decrease with increasing
clevation angle. This result is to be expected, as the
volume of space to be covered decreases with increas-
ing elevation angle.
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Each of the beams of FIG. 6a overlaps its neighbors
sufficiently to provide continuous coverage of the vol-
ume from nominally zero elevation to an elevation
argle of about 60°, and *45° in azimuth from 0°. As
mentioned, the pencil beams nominally overlap at their
3 dB power points, so that the two-way (transmit and
receive) loss is 6 dB. Four arrays of beams such as that
of FIG. 6a, resulting from an arrangement such as that
illustrated in FI1G. 1, can provide 360° coverage in azi-
muth, and up to 60° in elevation, which is sufficient for
aircraft control. The sequential generation of the pencil
beams is described in greater detail below. Regions
6100, 6110 and 6101 of FIG. 6¢ are regions, described
below in relation to one embodiment of the invention, in
which the beams are provided with pulse durations of
100, 10 and 1 uS, respectively, in the volume surveil-
lunce operating modes.

—

0

—

5

FIG. 6c is similar 10 FIG. 6a, and corresponding.

portions are designated by like reference numerals.
While FIG. 6a represents the beams used for the pri-
mary volume scan or surveillance, the beams of FI1G. 6¢
are used for a short-range surveillance and for other
short-range operating modes such as final approach
control. As a result of these different uses, the beams of
F1G. 6¢ represent beams which are required to provide
response and accuracy at relatively short range, and
therefore represent beams in which the transmitted
pulse width or duration is much less than that used for
volume surveillance. Thus, in one embodiment of the
invention, the beams 601, 602 and 603 of FIG. 6a repre-
sent, beams with a pulse width of 100uS, while the
short-range beams of FIG. 6c¢ result from transmissions
with 1S pulse widths.

In the octant of FIG. 6¢, 21 beams designated 614a
through 614 1 may be generated at an elevation angle of
2.0%, a further 21 beams 6154-615u may be generated at
an elevation angle of 7.205°, and 21 more beams
6164-6161 may be generated at an elevation angle of
12.456°. There are 41 beams 614, 42 beams 615, and 41
beams 616. These three “layers” of beams are selected
to be at different elevation angles than the beams of
FIG. 6a, so that the three *“layers” of FIG. 6¢c cover
roughly the same total elevation angle as the lowermost
four “layers” (beams 601, 602, 603 and 604) of FIG. 6a.
This is done in order to reduce the overall time spent in
short-range scanning, and is possible because the gain
margin {described below) is greater for the short-range
operating mode, whereby each beam of the short-range
operating mode can overlap the adjacent beam farther
from the beam peak, for example at the 7.0 dB contour
rather than at the 3.0 dB contour.

FIG. 7 is a view of the 13 beams Which can be *visi-
ble™ at any particular azimuth angle in the arrangement
of FIG. 6a, plotted as altitude in feet versus slant range
in nautical miles. While the beam contours of FIG. 6
generally exhibit increasing angular coverage as eleva-
tion increases, their altitude coverage depends upon the
range at which a field strength measurement is made.

- Thus, in FIG. 7, the width of the beams appears greater

for those beams at lower elevation angles, because they
are measured at a greater slant range than those at
higher elevation angles. For surveillance use for airport
terminal area aircraft control under current standards,
the maximum range of interest is defined as 60 nautical
miles, which corresponds to 110 km, and the maximum
altitude of interest is 24,000 feet (7300 meters). For
purposes of definiteness, the beams of FIG. 7 are desig-
nated as though the representation were made at $=0°
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(0° azimuth) of FIG. 6a: the beam at the lowest eleva-
tion angle in FIG. 7 is therefore 601a, the next 6015. . .
and that at the highest elevation angle is 613a. The
detection contour overlap of beams 601a and 6024 (the
confluence of their 3 dB contours) occurs at or beyond
60 nm, thereby guaranteeing that a target at 60 nm and
below 24000 feet will be detected with the required
probability and false alarm rates. That is, the target will
be illuminated in sequence by both beams 601z and
602a, and at the target location the ilumination by both
beams assumes that targets in that direction will be
detected by at least one of the beams with the required
statistics. The probability contour antenna beam over-
lap guarantees that there is no reduction of margin for
any target within the altitude and range specifications.

As so far described, the system according to the in-
vention produces sequential pencil beams at various
angles to cover the desired volume. There are a total of
463 beams in one quadrant. For coverage to 60nm, a
single pulse beam such as that of the ASR-9 must dwell
for at least 744 uS, and longer if the unambiguous range
is to be extended. The product of 744 uS times 463 is
about 0.34 seconds. This is a satisfactory quadrant scan
time. However, the ASR-9 uses Doppler filtering to
eliminate returns from rain and ground clutter. Doppler
filtering desirably requires a plurality of pulses per beam
to produce good filtering and to eliminate range-Dop-
pler blind zones. For example, the ASR-S uses 18 pulses
organized into two separate coherent processing inter-
vals (CPI), of 8 pulses and 10 pulses each, at two differ-
ent pulse repetition frequencies (PRF). This require-
ment raises the scan time to over six seconds for one 90°
quadrant, without taking into account excess receive
time which may be required for ambiguity reduction.
Six seconds or.more may be considered an excessive
surveillance scan time.

According to an aspect of the invention, the overall
scan time is reduced by making the pulse recurrence
frequency (PRF) responsive to the elevation angle of
the pencil beam currently being radiated. For example,
referring to FIG. 7, it can be seen that line 24000, repre-
senting a 24,000 foot ceiling, intersects beams 605a. . .
613a at slant ranges which are less than 15 nm. From
this, it can be seen that the dwell time which is required
at high elevation angles is much less than 744 uS, and
the PRF can therefore be relatively increased for beams
at higher elevation angles. This in turn reduces the
dwell time for many of the beams, allowing the com-
plete volume scan to be accomplished in less time than
if the PRF were constant and based upon the maximum
range. The PRF control aspect of the invention is de-
scribed below in conjunction with FIGS. 10 AND 11,
and is implemented as described below in conjunction
with FIG. 3b.

As mentioned, the long pulse width required to
achieve the desired power for long-range operation
results in a Jong minimum range, within which targets
cannot be detected. According to another aspect of the
invention, the transmitted pulse durations are changed
in response to the elevation angle of the particular an-
tenna beam being generated, with relatively short pulse
widths being used at high elevation angles, where the
slant ranges are short, and relatively long pulse dura-
tions being used for beams at low elevation angles, at
which ranges are longer. While continuous variation
could be used, it appears that operation in three discrete
ranges of pulse-width produces acceptable results and
may be simpler to implement. In a surveillance mode of
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a particular embodiment of the invention, 100 uS pulses
are used for beams at elevation angles corresponding to
beam sets 601, 602 and 603 (region 6100) of FIG. 6a, 10
uS pulses are used for beam 604 (region 6101), and 1 pS
pulses are used for beams 605 . . . 613 (region 6101).

FIG. 8q illustrates the beams of FIG. 64 at a particu-
lar azimuth angle such as ¢ =0°, plotted as elevation
angle versus slant range. In FIG. 8¢, the ranges within
which targets can be detected, using 100 uS pulses for
beams 601, 602 and 603, 10 u.S pulses for beams 604, and
1 uS pulses for beams 605-613 of FIG. 6q, is illustrated
by shaded region or volume 810. Shaded region 810 is
bounded on one side by line 24000, which is the 24,000
foot altitude contour. The 24,000-foot contour is curved
because of the nature of the ordinate and abscissa.
Shaded region 810 is bounded on the other side by lines
15, 801 and 150, representing ranges of 15 km, 1.5 km,
and 150 meters, respectively. Note that up to about 10°
elevation, targets cannot be detected within a volume
designated 694, having a range extending to about 8 nm
(15 km), and from zero elevation to about 8 elevation
angle, due to the relatively long 100 uS pulse associated
with beams 601a, 6022 and 603a. Also, from about 8°
elevation to about 16°, the minimum range is about one
nautical mile due to the 10 uS pulse associated with
beam 604a. Above an elevation angle of 16°, the 1 uS
pulse allows target detection as close as about 150 me-
ters. For aircraft control purposes, 150 meter detection
is deemed to be adequately close.

According to a further aspect of the invention, the
three additional lower beam sets 614, 615 and 616 illus-
trated in FIG. 6c are periodically operated with short
transmitter pulses, such as 1 uS, in order to provide
close-in as well as long-range target detection. It should
be noted that the strategy of using short pulses at higher
elevation angles in the surveillance or volume scan
mode eliminates the need for a second dwell at high
elevation angles for short-range target detection, which
further aids in reducing the overall volumetric scan
time.

F1G. 85 is similar to FIG. 8a, and corresponding
portions are designated by like numerals. In FIG. 85,
beams 614, 615 and 616 correspond to the beams of
F1G. 6c, and have their 7 dB contours overlapping at
dash line 15, representing about & nm or 15 km, the
outer extreme of shaded volume 814. Shaded volume
814 represents the region within which targets are de-
tected with high reliability in the approach mode, and
extends from about 150 meters to 15 km, and to about
15° elevation.

Range ambiguity results when a pulse is transmitted,
and the radar receives a return from a prior pulse be-
yond the range defined by the PRI. FIG. 9 illustrates a
time line, with equally spaced times T0, T1, T2 ... . If
targets in the range corresponding to T0 to T1 or T1 to
T2 are of interest, and pulses are transmitted at times
T1, T2, T3 ..., a target at 1} times the desired range
may reflect an earlier-transmitted pulse, which shows
up as a range ambiguity. For example, a target at a
range corresponding to time TO-T1' in FIG. 9 will
reflect the pulse transmitted at time T0, which will
return to the radar following the transmission of a pulse
at time T1. If the returned signal is strong enough to be
detected, it will be indistinguishable from a return gen-
erated by a target at the closer range T1-T1'. Thus, the
range of the target is ambiguous, as it may be T1-T1', or
(T1-TT1") plus multiples of (T0-T1). The strength of
returns from targets decreases by a factor which is often
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expressed as being inversely proportional to the fourth
power of range. In those instances in which propagation
conditions are good and the radar transmitter and re-
ceiver exceed power and sensitivity specifications, re-
spectively, large targets may produce discernible signal
from well beyond the design range. This may be
avoided by reducing the PRF, so that the PRI becomes
longer than the range at which the most distant target of
interest resides. In FIG. 9, if the PRF is halved, as by
transmitting only during even-numbered times TO, T2 .
. ., the radar listening time is doubled, and the range
from which undesired returns can be received is dou-
bled. This is desirable in that the strength of undesired
returns is reduced by a factor 24=16, tending to reduce
the likelihood of receiving an unwanted return. This
strategy, however, has the effect of doubling the dwell
on each beam, without increasing the useful data. The
use of PRFs lower than necessary for the desired range,
therefore, increases the time required for volumetric
scan. Thus, a high PRF reduces the scan duration re-
quirement, but introduces range ambiguity problems.

The use of a high PREF, as described above, can create
anomalous or ambiguous results from targets at longer
ranges than those intended to be detécted. When Dop-
pler filtering is used with a high PRF, an additional
problem arises. To determine Doppler filter width
(FW) in meters/sec, the equation

Vmax
-~

_ APRF
= A

FW = (1)

can be used, where:

Vmax is the unambiguous velocity interval,

N is the number of pulses per set;

A is wavelength in air; and

PRF is pulse recurrence frequency in hertz.

As can be seen from Equation (1), the Doppler filter
width is directly proportional to the PRF. At a A of
0.107 meters (corresponding to about 2.8 GHz), with a
PRF of 5 KHZ the unambiguous velocity interval is
267.5 meters per second, and N=8 pulses in each Dop-
pler dwell yields a Doppler filter width of

FW=0.107 (5000)/16 =33.4 meters/sec

which corresponds with 65 knots. A Doppler filter
width as large as 65 knots is disadvantageous because
most targets moving approximately tangentially rela-
tive to the radar will fall into the lowest frequency
Doppler filter, and will be obscured by other such tar-
gets or by clutter, and changes in PRF will have to be
very large to move the targets out of the clutter filters.
The use of Doppler filters thus seems to require low
PRFs. This would seem to make it undesirable to use
high PRFs for any of the beams. .

According to another aspect of the invention, a beam
scan pulsing regimen is used which for simplicity is
termed “beam multiplex™ (BMPX) which has the bene-
fit of low scan duration requirement while reducing
range ambiguity. In BMPX operation, the radar cycles
through a subset of beam positions, which may be a
number such as eight, pulsing each beam of the subset
once during each transmit/receive interval before mov-
ing on to the next beam of the subset, with the transmit-
ter (the source of transmitter pulses) operating at a high
PRF but each of the beams operating at a lower PRF as
a result of the sequencing. The data representing returns
from targets are stored for data processing. After the
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subset of beams has been so pulsed, the scanning (trans-
mitting a pulse during each transmit/receive interval,
waiting for returns, storing the returned data) begins
again at the first beam of the subset and continues
through all beams of the set. This continues until a
sufficient number of pulses have been transmitted from
each beam of the subset to provide proper inputs to the
Doppler filters. Thus, each beam operates at a low
PRF, and the set of pulse returns for that beam has a
low effective PRF, so that the signals can be filtered in

digital signal processing block 68 of FIG. 3 by narrow-’

band Doppler filters (described below in conjunction
with FIGS. 13-16) for good range rate separation. Not-
withstanding the low effective PRF of each beam, the
volumetric scan rate is high because the number of
active beams is high. Thus, in beam multiplex operation,
that is to say that all the beams of the subset are time-
division multiplexed or interlaced from pulse recur-
rence interval (PRI) to PRL

In general, the transmitter power, gain margin, beam
overlap, antenna aperture and beamwidth, off-broad-
side antenna gain reduction, atmospheric loss as a func-
tion of elevation angle, and the like, are selected or
balanced so that the same number of pulses must be
transmitted on each beam and processed by the signal
processor at ¢=0° regardless of elevation angle. As
further described below, this base number of pulses is 18
in one embodiment of the invention, broken into groups
of 8 pulses at a first PRF and an additional 10 pulses at
a second PRF.

The loss of margin or reduction of power gain attrib-
utable to scanning of beams to an off-broadside direc-
tion could be compensated for by increasing the trans-
mitter power and/or antenna aperture. The solid-state
RF amplifiers are already operating at full power, so
transmitter power cannot be increased without the use
of variable attenuators to reduce the power at broad-
side, so that it may be relatively increased off-broadside,
and changing antenna aperture is extremely costly.
Instead, according to a further aspect of the invention,
the loss of margin or reduction of power gain which
occurs when scanning the phased-array pencil beams in
azimuth far from the on-axis condition is ameliorated by
adaptively integrating (transmitting, receiving and pro-
cessing) a relatively larger number of pulses than in the
on-axis condition, as described in more detail below.
The larger number of pulses undesirably increases the
volumetric scan time, but is considered a desirable tra-
deoff in view of the cost of alternatives such as increas-
ing the antenna aperture, the transmitted power, or
both. The adaptive pulse integration approach is made
viable because of the volumetric scan time decrease
(time occupancy saving) attributable to beam multiptex
technique, PRF and pulse duration variation with ele-
vation angle.

FIG. 10 summarizes the time occupancy for one sys-
tem, such as that of FIG. 3, according to an embodi-
ment of the invention, operated in both surveillance and
short-range modes. A triangular lattice of elements on
an antenna array tilted 15° in elevation 8;as in FIG. 1 is
assumed, with the beam structure assumed to be that of
FIG. 6. A 1dB system margin is assumed. The measure-
ment of margin in this embodiment is made at azimuth
angle ¢ =0, and at an elevation angle of 1.2° (above the
horizon), corresponding to 13.8° below broadside of the
array. For this purpose, margin means excess power
gain over that required to meet the specified probability
of detection.
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In FIG. 10, the numeral “1” in row 1 of Column I,
under the designation “Scan #” represents scanning of
all 41 pencil beams 601 of FIG. 6 (hence, it represents
scanning of a quadrant). Column II, “el(deg)”, lists the
elevation angle at which the center of the pencil beams
occur, which is 1.200° for scan #1. Column IlI,
“rng(km)”, specifies the slant range in kilometers corre-
sponding to 24000 feet or, in the case of the 1.2° beam,
the instrumented range, and hence represents the range
within which targets of interest lie. For scan #1, the
range is 111.12 km, corresponding to 60 nm. Column IV
“pw(usec)” lists the corresponding transmitter pulse
width in microseconds for the volume scan mode of
operation. Columns V and VI, “prfl(hz)” and
“prf2(hz)”, are the PRFs of successive sets of N pulses
on each beam. The higher PRF, namely prf2, is selected
to provide the desired slant range at the particular ele-
vation angle of the scan. A second PRF (PRF 1) is
provided to reduce the effects of blind ranges in relation
to the Doppler fiiters. PRF1 is selected to be 4/5 of
PRF 2, to adequately shift returns from one Doppler
filter to the next. The “‘duty (%)” of column VII tabu-
lates the duty cycle calculated from pulse width and the
higher PRF. For example, for Scan #1 the duty cycle is
calculated as 1340x100x 10—-6x100=13.49z. The
duty cycle may be relevant in establishing the peak and
average output power of a TR module. Column VIII,
“time (msec)”, lists the total time in milliseconds re-
quired for scanning =45° (one quadrant) in azimuth at
each elevation, with two sets of pulses (one set at PRF1,
the other set at PRF2) for each pencil beam at that
elevation. The *‘pulses™ of column IX lists the total
number of transmitter pulses for the scan at one eleva-
tion in one quadrant.

While the time tabulated in column VIII of FIG. 10 is
given in terms of the time for scan at each elevation,
there is no necessity that all scans at one elevation be
completed before moving on to the next elevation, and
in principle the individual beams can be scanned in any
order. Thus, scan 1 of FIG. 10 operates with 100 uS
pulses, and addresses each of the 41 beams of the lowest
elevation angle (21 beams 601 of FIG. 6 in one octant
and 20 corresponding beams in the associated octant)
with at least eight pulses at a PRF of 944 Hz, and then
with at least ten further pulses at a PRF of 1180 Hz for
the beam at azimuth broadside. The duration of a cycle
at a PRF of 944 Hz is about 1.06 msec, and at 1180 Hz
is about 0.848 msec, so 18 pulses per beam consumes
about (8 X 1.06)+(10x.848)=16.95 msec. The time for
a full azimuth quadrant (¢ = +45") scan at 1.200° eleva-
tion cannot be calculated simply as 16.95 msec per
beam, multiplied by 41 beams (for 'the 1.2° elevation
angle), because some of the off-axis beams are provided
with more than 18 pulses, as detailed below in conjunc-
tion with FIGS. 11a-11p.

As mentioned above, according to an aspect of the
invention, the reduction of margin occasioned by scan-
ning the antenna array off-axis may be compensated for
by increasing the number of pulses which are integrated
to produce the target-representative signal. Conse-
quently, more pulses are transmitted for some beams
which are off-axis in azimuth than for on-axis beams.
Thus, the total number of pulses transmitted for a quad-
rant of scan #1 is 1194, as tabulated in Column IX of
FIG. 10. This, in turn, means that the scan time is
greater than the time of 0.695 seconds which might be
calculated on the basis of only 18 pulses per beam. As
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indicated in Columns V111 of FIG. 10, the scan time for
all 41 beams of scan #1 is 1125 msec.

The total number of pulses for an octant is exactly
half the number shown in Column IX of FIG. 10 for
even-numbered scans, and is half the sum of the number
plus 18 (for the on-axis beam) for odd-numbered scans.
Thus, the number of pulses in an octant for scan #1
(odd) is (1194 + 18)/2=606.

Similarly, Column II of FIG. 10 indicates that scan 2
has all beams at an elevation angle of 3.765°, and from
column III the design maximum range at that angle is
also about 111 km (60 nm). The transmitter pulse width
is 100 uS (Column IV), and the first pulse set is at a PRF
of 944 Hz, the second at 1180 Hz (Columns V and VI).
The maximum duty cycle is 11.8% (Column VII). By
reference to Column VIII, the time required to scan a
quadrant is about 1094 msec, and from Column IX the
quadrant requires 1162 transmitted pulses. Referring to
FIG. 6a, the illustrated octant has an even number of
beams 602, so there are a total of 1162/2 pulses per
quadrant.

Scan 3 1abulated in FIG. 10 has a 100 uS transmitter
pulse (column IV). while scan 4 has a 10 uS pulse. As
tabulated in FIG. 10, 1 uS pulses are used for scans from
scan 5 up to scan 13. As mentioned in relation to FIGS.
6, 7 and 8, there are a total of 13 elevation angles or
scans in the volume surveillance mode of operation of
the described embodiment of the invention. Thus, scans
from 1 to 13 as tabulated in FIG. 10 take into account al}
13 normal volume surveillance scans.

Scan #'s 14, 15 and 16 of FIG. 10 relate to the short-
range scans mentioned above in conjunction with
FIGS. 6¢ and 8b. As tabulated for scans 14, 15, and 16 in
FI1G. 10, complete volumetric scan uses a 1 uS pulse
width for a further set of pencil beams in order to scan
the volume (volume 814 of FIG. 8) from which returns
were not available from scans #1, 2 and 3 because of
their 100 1S pulse widths, nor from scan 4 because of its
10 uS pulse width. While it would be possible to scan
the same pencil beams 601, 602, 603 and 604 of FIG. 6
at elevation angles of 1.200°, 3.765°, 8.043°, and 12.381°,
respectively, with 1 uS transmitter pulses, it is possible
to scan at other elevation angles, such as 2.000°, 7.205°
and 12.456° because the increased margin provided by
the shorter range allows the beams to be selected to
overlap more than 3 dB below the beam peak without
reduction of the gain margin at the overlap to a value
below that which provides satisfactory probability of
detection. Use of three such scans instead of four saves
overall scan time.

Scan #’s 14, 15 and 16 tabulated in FIG. 10 are at
elevation angles of 2.000°, 7.205° and 12.456°, and have
a maximum desired range of 15 km or 8 nm. The pulse
width is 1 uS, which allows coverage to within about
150 meters. The PRFs are 7920 Hz and 9900 Hz in all
three scans, and the duty cycles are identical. The times
for scanning a quadrant as tabulated in Column VIII of
FIG. 10 differ among scans 14, 15 and 16, because of the
differing number of pulses per beam, as described in
greater detail below. The differences among the times
for scanning a quadrant as tabulated in FIG. 10 for scans
1-13 differ because of the differing number of pulses per
beam, and also because of the differing PRFs.

FIGS. 11a through 11p detail the number of pulses at
each PRF for each of the beams in an octant, the time
per beam at each PRF, together with total beam time,
for all sixteen scans summarized in FIG. 10. The in-
crease in the number of transmitted pulses at off-axis
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angles is based on the assumption that the two-way scan
loss in dB may be expressed as

SL=50 Log p )
where

p=cos g/cos go

cos g=cos 6 cos ¢ cos 105 +sin @ sin ¥

cos go=cos (¥ —8,)

go=scan angle at $}=1.2°, $=0°

g=resultant scan angle at specified beam position,

measured from antenna broadside

f,=reference elevation which in the example is

6=12°

6 =elevation angle of beam

¢ =azimuth angle of beam

¥ =Tilt angle of array

The described embodiment of the system is dimen-
sioned to yield a 1.0 dB detection margin at azimuth
broadside and 1.2° elevation above the horizon through
a standard atmosphere at 60 nautical miles in range with
an antenna tilt of 15 degrees, as mentioned above. As
the broadside beam is scanned upward from 0° eleva-
tion, the elevation scanning loss is reduced, thereby
progressively increasing the broadside margin, until 15°
elevation is reached. When the scanning proceeds
above 15° elevation, the progressively increasing eleva-
tion scanning loss reduces the margin. Also, as elevation
angle increases above 1.2° elevation, the maximum
range diminishes and the atmosphere loss per unit range
decreases, thereby also contributing toward an increase
to the azimuth broadside margin.

FIG. 11a tabulates the number of pulses in each beam
of an octant at 1.2° elevation angle, corresponding to
scan #1 of FIG. 10. As mentioned, the azimuth broad-
side margin at 1.2° elevation is 1.0 dB, and the basic
pulse regimen calls for 8 pulses at 944 Hz during coher-
ent processing interval CPIl, and 10 pulses at 1180 Hz
during CPI2. The total time for each of these pulse sets
is 8.47 msec, for a total of 16.95°, msec per beam. For
beams scanned at azimuth scan angles of 2.0°, 4.0°,
6.01°, 8.03°, 10.05°, 12.09°, and 16.22°, the value of SL
from equation (2) reaches a maximum of only 0.89 dB,
which does not exceed the 1 dB gain margin. Conse-
quently, the margin exceeds zero for beams which are
less than ¢=16.22° off azimuth broadside. At
¢=18.31°, the two-way scan loss (SL) is calculated
from equation (2) as

_ _ cosl.2cos18.31cos15 + sinl.2Sinl1$
St = 501"’3[ cos(15 — 1.2)

SL = 50Logl[.9222408/.9711343]
SL = 1.123 dB

which exceeds the 1 dB margin available by 0.123 dB.
Consequently, the margin must be increased for the
beam at 6=1.2°, ¢ =18.31°, by increasing the number of
pulses by an amount which corresponds to at least 0.123
dB, which is calculated by
N2/N1=10 9b/10 3
where N2 is the new number of pulses; and
N1 is the starting number of pulses.
When calculated for 0.123 dB, equation 3 yields a ratio
N2/N1 of 100-123=1.029. Thus, a 2.9% increase in the
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number of pulses makes up scan loss for the beam at an
elevation angle of 1.2° and an azimuth angle of 18.31°.
The smallest number of pulses which can be added is
one, however, which in the case of coherent processing
interval 1 (CPI1) raises the number of pulses from 8to 9
at a PRF of 944 Hz, and from 10to 11 at a PRF of 1180
Hz for CPI2. The scan times increase to 9.53 msec for
CPI11 and 9.32 for CPI12 for ¢=18.31°, as tabulated in
FIG. 11a

The increase in power gain due to an increased num-

ber of pulses may be calculated by

dB=10 log10/N2/N1 4

For the increase from 8 to 9 pulses at ¢=18.31°,

equation (4) yields 0.51 dB additional power gain,

and the increase from 9 to 10 pulses corresponds to
0.45 dB.

As might be expected, the increase in the number of
pulses from 8 to 9 and from 10 to 11 provides sufficient
additional margin for more than one azimuth angle
increment. At ¢=2043° (FIG. 11ag), SL=1.403 dB
from equation (2). Since the net effective margin is at
least 1.45 dB (the original 1.0 dB plus the lesser of 0.51
dB and 0.45 dB), no increase in the number of pulses is
necessary at ¢=20.43 over the number used for
$=18.31°,

The beam at 6=1.2°, $=22.58 (FIG. 114a) has a scan
loss SL=1.722 dB (from equation (2)). which exceeds
the 1.51 and 1.45 effective margin at CPI1 and CPI2,
respectively, by 0.212 dB and 0.272 dB, respectively.
Using equation (4). the number of pulses at 22.58° must
be increased to at least N2/N1=1.050 (corresponding
to 0.212 dB) for CPI1 and N2/N1=1.065 {correspond-
ing to 0.272 dB) for CPI2. The increment can only be an
integer number of pulses. An increase from 9 pulses to
10 for CPI1 and from 11 pulses to 12 for CPI2 maintains
the power gain margin above zero dB.

In general. the effective margin EM at an angle ¢ for
a particular CPI may be calculated as

EM =M+ 10 log1oN2/N1+50 logio p (5)
Where:
N1 is the starting number of pulses (8 or 10 in the
example of FIG. 11);
N2 is the actual number of pulses being used;
IM is the initial margin at the particular elevation
angle, which is 1 dB for the 1.2 elevation case; and
p is as defined in conjunction with equation (2).
With 11 pulses compared with the original 8 pulses at
azimuth broadside for CPII (FIG. 11a), the effective
margin at 6=1.2°, ¢=22.58 may be calculated from
equation (5) as

EM=1+10 log1010/8 + 50 Jog100.9238
EM=1+0969—1.722=0.247

and for CPI2 the margin is

1410 Jog1012/10—-1.722=1.791 — 1.722 =0.069,

which is sufficient.

For the beam at 6=1.2°, $ =24.77°, the SL is calcu-
lated from equation (2) as 2.084 dB, so at least 1.084 dB
of margin is needed over the broadside margin of 1.0
dB. From equation (3),

N2/N1=10'084/10=1.284
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For N1=8 (Cpl1 case), N2=1.28 X 8=10.27, which
is not an integer. The condition can only be fulfilled by
(or requires) 11 pulses, while for N1=10 (CPI2 case),
from equation (3), N2=12.84, which requires 13 pulses.
The numbers 11 and 13 are tabulated in FIG. 11a for
$=24.77",

For the beam at 6=1.2° and $=26.99°, SL =2.489
(from equation 2), so at least 1.489 dB of additional
margin is required over the 1 dB initial margin available
at broadside. The ratio N2/N1 required for 1.48% dB of
gain is calculated from equation (3)

N2/N1=101489/10_} 409

For N1=28 (CPII case), N2=1.409 x 8=11.27, which is
satisfied by 12 pulses, and for N1=10 (CPI2 case),
N2=1.409x 10=14.09, which is satisfied by 15 pulses,
all as tabulated in FIG. 1la.

These calculations, otherwise tedious, may be per-
formed by computer program, in order to determine the
minimum number of pulses which is required at angles
off broadside to achieve the desired margin. The results
of such calculations are tabulated in FIG. 11a for the
remaining azimuth angles of the 1.200° elevation scan.

As a final example in FIG. 11q, at a beam angle of
$=44.29°, SL=—-7.212 dB, so 6.212 dB of additional
margin is needed over the broadside margin. The ratio
N2/N1 which corresponds to 6.25 dB is 4.18; for CPI1,
N2=4.18 8§8=133.44, which is satisfied by N2=34; and
for CPI12, N2=4.18 X —10=41.8, which is satisfied by
N2=42 pulses.

FIGS. 114 through 11p tabulate the number of pulses
for the various individual beams at elevation angles
from 3.8° to 57°, including the 2°, 7° and 2.5° scans
(scans 14, 15 and 16) listed in FIG. 10. The initial mar-
gins (IM) or margin at azimuth broadside, 1.2° elevation
for the various elevation angles @ are tabulated in Table
2, together with the corresponding FIG. 11 designation
letter. In Table II, the maximum initial margin is not at
8=15"°, because of the effects of decreasing atmosphere
loss and decreasing pulse width with increasing eleva-
tion angle and the effects of scan loss away from =15°
broadside.

TABLE 11
Nominal
FIG. 8 IM(dB) FIG.1] Nominalé IM(dB)
a 1.2° 1.0 i 34.0° 25
b 3.8 1.6 j 39.5 2.5
c 8.0 2.1 k 45.3 25
d 124 2.3 1 51.2 2.5
[ 15.8 2.3 m 57.2 2.5
f 19.6 24 n 2 24
g 24.0 2.4 o 7.2 24
h 28.8 2.5 P 125 2.4

As mentioned above in conjunction with the discus-
sion of FIG. 64, the nominal overlap of each beam with
its neighboring beams in azimuth and elevation is nomi-
nally 3 dB, giving a 6 dB nominal two-way loss. Many
of the beams have excess gain margin under nominal
conditions. It is possible to reduce this excess margin by
adjusting the overlap of some beams to a value other
than 3 dB, and to take advantage of the reduction in
margin to spread the beams apart. With the beams more
widely spread than would be allowed by overlap at the
3 dB contour, fewer beams are required to cover a
volume of space. The use of fewer beams, in turn, re-
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duces the time required to sequence through the beam
set to scan the volume. Thus, the gain margin is made
more nearly equal among the beams, with the advan-
tage of reducing the time occupancy for a volume scan.
As mentioned, the nominal 3 dB beamwidth of the pen-
cil beams is about 3°, and it would therefore be expected
that their elevation angles would be spaced by 3°. Re-
ferring to columns I and Il of FIG. 10, note that the
beams of scans 2 and 3 are spaced apart in elevation by
4.278°, scans 3 and 4 are spaced apart by 4.338° and
scans 4 and § are spaced 3.448°. The angular spacing of
the beams of the other scans are readily calculated.
These spacings in elevation correspond to about 7 dB
one-way, or 14 dB two-way loss. The azimuth beam
spacings remain at about 3° nominal, for the nominal 3
dB overlap.

As described above, sequential overlapping pencil
beams of sets of pulses at two PRFS are transmitted,
with the number of pulses in each set increasing at an-
gles off broadside to maintain power gain margin. The
higher PRFs for each beam are selected to provide the
desired shorter range coverage, without taking into
account the need to reduce range ambiguity. Thus, from
FIG. 10, scan #1 has a design range of about 111 km
(column 111) or 60 nm. At about 12.4 uS for a radar mile
(a round trip from transmitter to a target at 1 statue mile
and back to the transmitter), 60 nm requires 744 uS plus
the 100 uS pulse duration in order to allow pulse com-
pression. for a total of 844 uS, which is satisfied by a
PRF of about 1180 Hz (column VI). From equation (1),
assuming A=0.107 meters and N=§ pulses per set, the
Doppler filter width is 7.89 meters/sec, corresponding
to 15.3 knots. At scan #5 tabulated in FIG. 10, the
higher PRF of 5370 yields a Doppler filter width of 35.9
meters/second (69 knots), scan #9 with a PRF of 10,700
Hz yields a Doppler filter width of about 72 meters/-
second (140 knots), and scan #13 (PRF=16,500 Hz)
yields 110 meters/second (214 knots). landing speeds
for commercial aircraft tend to be in the range of about
120 knots, and the radial component of velocity in the
vicinity of an airport will seldom exceed 140 knots.
Thus, all targets may be expected to fall into the lowest
or clutter Doppler filter for scans with PRFs above
about 10,000 Hz. This would be disadvantageous, be-
cause all targets would intermingle. According to the
Beam Multiplex aspect of the invention, mentioned
above, the transmission cycles among a subset of the
beams, thereby achieving a low effective PRF in order
to achieve small velocity bins, while achieving a high
volumetric scan rate.

The operation of the arrangement of FIG. 3 is con-
trolled by the radar scheduling and control programs
(RSCP) associated with block 80. The RSCP com-
mands are executed by the Radar Control Computer
(RCC block 78 of FIG. 3). The arrangement of FIG. 3
selects the phased array pencil beams throughout the
surveillance volume to effectively scan the volume,
transmits radar signals at each beam position, receives
signals reflected from targets within the coverage vol-
ume, digitizes and buffers received signals, subsequently
processes the received signals in order to detect the
presence of targets, calculates range and angular posi-
tion of the detected targets from data representing re-
turns received in the sum and difference channels, per-
forms track-while-scan track processing on the targets,
and distributes tracked target information to similar
arrangements serving other quadrants, and to external
users, all as described above and in more detail below.
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In operation of the arrangement of FIG. 3, the radar
control computer (RCC) resident radar scheduling con-
trol program (RSCP) block 80 receives timing and sta-
tus information from timing and control unit block 58
via path 79 and schedules the mode of operation and the
sequence of radar dwells to be executed in the form of
a scheduling control block. The scheduling control
block is coupled to TCU 88, which commands the radar
apparatus to execute appropriate pencil beam *'scan” by
sequential beam selection sequences. The scan sequence
may scan from one elevation angle to another, selecting
various beams at each elevation angle. For example,
TCU 58 may command, at some time, operation at an
elevation angle of 12.381 degrees out to a range of
37.259 Km as tabulated in scan #4 of F1G. 10.

For the purposes of this discussion, it is assumed that
for an azimuth scan of nominally *45 degrees at 12.381
degrees elevation (SCAN #4 OF FIG. 10), it is desir-
abie to scan each pencil beam first at PRFI of 3096 Hz,
and then at PRF2 of 3870 Hz, and it is further assumed
for purposes of this example that it is required to keep
the effective PRF below 2000 Hz so that the Doppler
filters provide velocity “bins” less than 15 meters/-
second wide. A 2:1 beam interlace using the beam multi-
plex feature of the radar is used to perform the scan to
thereby divide by two the 3870 Hz PREF listed in FIG.
10. The effective PRFs for this case, EPRF1=1548 Hz
and EPRF2=1935 Hz, are half the actual PRFs. The
effective PRF’s can be further reduced if desired by
using a 3:1 interlace, yielding EPRF1=1032 Hz,
EPRF2=1290 HZ.

For a 2:1 interlace, the scanning sequence of beam
positions may entail switching between two azimuth
positions on alternate transmit/receive operation until
the requisite number of pulses have been transmitted/-
received in each of two beam positions. For example,
the beams closest to +45° at 12.381° elevation angle are
the +44.14 degree azimuth positions tabulated in FIG.
11d. At *=44.14° as tabulated, 23 pulses at PRF 1 (CPII)
of 3096 Hz are required at +44.14°, and 23 additional
pulses are required at —44.14 degrees, for a total of 46
pulses at CPIl. The control sequencing initially causes
beam steering logic (BSL) 48 of FIG. 3 to direct the
beam to +44.14° azimuth at 12.381° elevation, and
causes the system to transmit the first pulse, and then
switch to a reception mode, still at +44.14°. The beam
is maintained at +44.14° azimuth, +12.381° elevation
as listed in FIG. 114 following the first pulse for the
inter-pulse period of 0.323 msec, which permits returns
to be received from a short range of about 26 nm. The
beam steering logic control 48 is then altered to steer
the beam to —44.14° and the next transmit/receive
(T/R) cycle is executed at 3096 Hz, consuming another
0.323 msec. At this juncture, two 3096 Hz T/R cycles
out of the total of 46 have been executed, but only one
T/R sequence has been executed at each of two beam
positions. The first pulse transmitted at +44.14° contin-
ues its outward travel during the second interpulse
period, growing progressively weaker. Any target re-
turns which arrive back at the system during the inter-
val in which the antenna beam is directed at —44.14°
are received by far-out sidelobes of the antenna beam,
and are essentially lost. Thus, the unambiguous range of
the +44.14° beam at 3096 Hz is increased, just as
though the PRF were 1548 Hz rather than 3096 Hz.
Commands from TCU 58 then cause BSL 48 to set the
antenna beam back to the +44.14° azimuth remains at
this location until the end of the third interpulse period
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at 3096 Hz. With the antenna beam now directed once
again at +44.14°, returns from targets in the direction
of the —44.14° beam at ranges greater than about 46 km
are lost in antenna beam sidelobes. The system contin-
ues to execute the sequence of T/R cycles at two differ-
ent alternating beam positions until 23 T/R cycles are
completed for each beam location. The total of 46 se-
quences at 3096 Hz consumes 14.8 msec for the 44.14°
azimuth, 12.381° elevation beam. After the 46 sequences
of 3096 Hz pulses at alternating *44.14° azimuth,
12.381° elevation positions, RSCP 80 refers to internal
memories corresponding to FIGS. 10 and 11, and com-
mands two interleaved sequences, each of 28 pulses, at
PRF 2 of 3870 Hz (FIG. 10, scan #4, PRF 2) and at
+44.14° azimuth, 12.381° elevation (FIG. 114, CPI2).
These consume 2 X 7.24 msec, or 14.48 msec. This com-

15

pletes the activity at *=44.14° azimuth, 12.381° elevation °

for this particular volume scan. Following the transmis-
sion and reception at 12.381° elevation and +44.14°
azimuth, RSCP 80 commands 2X9=18 pulses at 3096
Hz at *=26.51° azimuth, 12.381° elevation, similarly
interlaced, followed by 22 2:1 interlaced pulses at 3870
Hz. As described below in conjunction with Table VI,
the beams at a particular elevation angle alternate,
maintaining a 12° minimum angular separation to pro-
vide rejection of the returns from the beam on which
the previous transmission was made.

In one version of the invention represented by FIG.
3, control timing design is established by a prepro-
grammed memory. Radar control computer (RCC) 78
of FIG. 3, while executing RSCP program block 80,
recalls from internal memory store or calculates data
representing the sequence of beam positions, PRF tim-
ing parameters, pulse-width, instrumented range, atten-
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uator settings, polarization settings and the number of 35

pulses to be integrated, and sends the data to timing
control unit (TCU) 58, which in turn sends beam posi-
tion data and T/R timing control signals to BSL 48 in
each T/R module in antenna block 19. The BSL in turn
calculates and distributes to each of the phase shifters
(210 of FIG. 2b) within each T/R module 26 the appro-
priate phase shift command to cause the antenna to steer
the beam to the desired beam position at the time at
which the synchronizing signals received from the
TCU block 58 indicate the next beam in the sequence is
to be executed. This arrangement has the advantage
that a single memory in RCC 78 controls the sequence
of radar operations, and as such may be readily changed
by reprogramming or replacing the memory, while
another, different memory in TCU 58 controls the beam
positions, and may be similarly reprogrammed, but it
has the disadvantage that copious data flows are re-
quired between RCC block 78 and TCU block 58, and
between TCU block 58 and BSL block 48, and there-
fore relatively wide (many simultaneous bits) data buses
capable of very high data rates, are required.

In another version of beam steering control and tim-
ing which is also represented by FIG. 3, the entire se-
quence of phase shifts necessary to cause the antenna to
execute the beam position and T/R sequence (which
sequence may be the same as that discussed above) is
stored in each antenna TR module, and the BSL simply
performs a memory sequence look-up of phase shifter
settings whenever the synchronizing signals received
from TCU block 58 indicate the time for beam position
change. In this other arrangement of the steering con-
trol method, the RCC transfers a single designator for
the entire sequence to the TCU which in turn sends a
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single designator to the BSL, thereby significantly re-
ducing the data path activity necessary to execute the
desired sequence of beam positions. This second ar-
rangement has reduced bus requirements, but each TR
processor module includes a preprogrammed memory,
so changing the control sequence, beam directions or
the like requires replacement or reprogramming of
many memories.

During a single T/R cycle (one pulse at one beam
position at one PRF) TCU 58 of FIG. 3 sends syn-
chronizing/control signals to the BSL in each module
indicating when the phase setting is to be changed,
when the module is to be configured for transmit, and
when the module is to be configured for receive.

While Timing Control Unit 58 of FIG. 3 is synchro-
nizing the antenna modules for the beginning of a T/R
cycle, it is also designating the pulse width, transmitted
pulse code and PRF timing to waveform generator
(WFG) 54, and configuring T/R device 50 for transmit.
Timing Control Unit 58 then issues a start signal to
WFG 54, causing the low level RF pulse waveform to
be transmitted from WFG 54 through T/R 50 to RF
feed 30, whereby the RF is radiated, and received and
coupled by way of inner antenna 28 (FIG. 1) to each
T/R module 26, phase shifted and amplified in each
T/R module, and coupled to the associated external
antenna element 22 for radiation into the external envi-
ronment. Timing Control Unit 58 of FIG. 3 times the
pulse duration, and at the end of transmission of the
pulse, issues control signals, if necessary, to array an-
tenna 19, which cause each TR module to be configured

for receive. Also, at the moment of the end of the trans-

mitted pulse, TCU 58 sends control signals to T/R 50,
configuring it for coupling any received energy from
RF feed 30 into receiver/analog signal processor
(RCVR/ASP) 52, and issues further control signals to
WFG 54 to cause it to supply oscillator reference sig-
nals to RCVR/ASP 52. The oscillator reference signals
cause any received signals to be coherently down-con-
verted. Simultaneously with the command to WFG 54
to generate reference signals, TCU 58 begins to send
digitizing timing signals to ADC & Buffer 62, causing
received signals to be digitized and stored in the buffer
memory. The buffer memory is controlled by TCU 58
to organize the collected return signals in range order
on a beam-by-beam basis, as described in more detail
below. When targets are illuminated by a set of pulses
transmitted by two beams, as for example & pulses in
CPIl at 2° elevation, +31.58° azimuth, interspersed
with 8 pulses in CPII at 2° elevation, —31.58° azimuth,
data representing the returns or reflections from the
targets are digitized and stored in the buffer memory of
ADC & Buffer 62 of FIG. 3. TCU 58 issues timing and
control signals to digital signal processor (DSP) 68 to
cause DSP 68 to begin processing the data from the
memory buffer.

If the number of beams in one portion of the BMPX
sequence is odd and the number in another portion is
even, 2-to-1 multiplexing can still be accomplished, by
interleaving the pulses of the even set in the interstices
between the pulses of the odd set. As a simple example,
if an eight-pulse’'beam b8 and a nine-pulse beam b9 with
equal PRF are to be multiplexed, with pulses designated
plb8, p2b8, p3b8. . .p8bLSY, and piby, p2b9. . .p9IbY, note
that the pulses of the nine-pulse set include eight inter-
pulse interstices or intervals. The cight pulses of pulse
set b8 are “inserted” into the inter-pulse intervals of the
nine-pulse set, whereupon the desired 2-to-1 multiplex-
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ing is achieved by the 17-pulse sequence p1b9, p1b8,
p2b9, p2b8, p3b9, p3b8, p4b9, p4b8, pSb9, pSb8, p6bY,
p6b8s, p7b9, p7b8, p8bY, p8LS, pIbY, and the PRF in b8
and b9 are effectively halved. Other, more complex
interleavings of the same general type may also be used,
such as delaying beam sets until other beam sets are
available for interleaving, a simplified example of which
might be delaying four-pulse sets and a nine-pulse set
until a further four-pulse set is available, and scheduling
the two four-pulse sets together with the nine-pulse set
as described for the eight and nine-pulse sets, above. It
may also be necessary to schedule one or two additional
beams, not needed for any other purpose, in order to
preserve PRF timing in an odd beam sequence. This
raises the total time required to scan a beam multiplex
sequence, but this is expected to be no more than about
2%, and likely less, over the entire search volume. The
2% is based upon 10 additional beams for the 468 pulses
of scan 13 of FIG. 10, 10/468=2.1%, taken as a worst
case.

In one embodiment of the invention, the buffer mem-
ory portion of ADC & Buffer 62 of FIG. 3 (not sepa-
rately illustrated) is a dual ported read/write random
access memory (RAM) with plural memory locations,
operated alternately in a “ping-pong” fashion to allow
the buffer to collect data from the A/D converter into
one portion of the storage area, while another portion of
the storage area already loaded with previous data is
being read to the DSP for processing.

In another embodiment of the memory buffer in
ADC/Buffer 62 of FIG. 3a, the buffer memory is imple-
mented using two single-ported read/write memories A
and B, along with the appropriate switching of data/ad-
dress/control inputs and outputs between the memories
and the ADC and the DSP 68. The switching logic is
such that radar target retu-n data is collected and stored
into one of the memories, say A, while the DSP 68 is
reading and processing data out of the other memory,
B. When the current data collection/data processing
cycle ends, the memory switching logic then causes the
B memory to be used for the next target data collection
cvcle, while the target return data in the A memory
collected during the prior collection cycle is read and
processed by DSP 68.

Those skilled in the art know how to dimension the
memory of either embodiment according to the amount
of data that is collected and how to determine the speed
at which the DSP can process the data, and how to
make tradeoffs in these areas so that the radar data
processing stream does not impose undue restrictions on
the operation of the radar data collection operations.

In the embodiment of the invention using a dual-
ported RAM as the memory in ADC & Buffer 62, one
of the two input/output ports of the memory is con-
nected to the output of the A/D converter (part of
block 62) for writing digitized data into the memory
buffer, and the second 1/0 port is connected to the DSP
for reading digitized data from the RAM into the DSP
for processing. Persons skilled in the art know that the
read/write operations at each port are controlled by
loading the buffer RAM memory address register with
the memory address location of the desired data, setting
a control input to the buffer for either read or write, and
then providing a data transfer signal to the buffer when
it is time to move the data into or out of the buffer.
Persons skilled in the art also know that read/write
operations at each 1/0 port of the buffer are indepen-
dent so long as the same memory location is not ac-
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cessed simultaneously from both ports. This arrange-
ment makes it possible to store the digitized data se-
quentially in the memory, and later to read out in a
different sequence, or alternatively to store the data in
some other sequence and to later read out sequentially,
where the sequence is arbitrarily selected in either case
and is fully determined by the sequence of addresses
applied to memory address registers associated with the
memory.

The beam multiplex control reduces overall scan time
by utilizing times which, in prior art schemes, were not
utilized for generating data but were instead ‘“dead”
times used for range ambiguity reduction. Those
“dead” times for each pencil beam are used for trans-
mission and reception on other pencil beams. However,
digital signal processing algorithms are ordinarily ar-
ranged to receive sequences of pulses derived from the
same beam, and are not adapted for processing inter-
mixed information derived from two or more beams. A
need therefore arises for changing the sequence of the
received signals when beam multiplex control is used.
Therefore, the buffer associated with ADC/buffer 62 is
used to store all the multiplexed received data associ-
ated with a set of beams, for example two beams, which
data is rearranged upon read-out to provide to the fol-
lowing digital signal processor a stream of data derived
from only one pencil beam. This in turn makes it possi-
ble to use digital signal processing algorithms with the
beam multiplex control, which are similar to any of
those used in the prior art, including Doppler, pulse
compression and other forms of processing including
coherent and noncoherent integration, coherent and
noncoherent moving-target indicating (MTI), stagger
MTI, and frequency diversity noncoherent processing.
This aspect of the invention makes it possible to per-
form the “beam multiplex™ control from pulse to pulse,
collecting the data in one sequence of memory store
operations, and later reading the data from memory for
application to the DSP in a different sequence appropri-
ate to the desired processing, all under the control of
TCU 58, which determines the memory address se-
quence for data collection and for data processing. TCU
58 incorporates calculation or stored memory logic
which receives data relating to the number of beams,
the number of pulses, and the start and stop values of
instrumented range and calculates or generates the se-
quence of memory addresses. The sequence cf memory
addresses is applied to the address input port of the
buffer memory portion of ADC and Buffer 62, causing
the digitized signal samples to be stored in or written
into the memory in a sequence that allows sequential
reading for data processing. It is also possible to sequen-
tially store the data in buffer 62, and to apply a read
memory address sequence from the calculator logic in
TCU 58 to cause the data to be read to the output port
of the buffer of ADC/Buffer 62 in some other order
such as that required, for example, by an FFT proces-
sor, thereby accomplishing proper data sequence for
processing in DSP block 68.

U.S. Pat. No. 4,316,219, issued Feb. 16, 1982 to Smith
et al. describes, in a television context, the use of mem-
ory to produce complex synchronizing sequences, and
U.S. Pat. No. 4,412,250 issued Oct. 25, 1983 in the name
of Smith describes the use of reduced amounts of mem-
ory for a similar purpose. Addressing of memory with
different sequences during read and write applications is
described in the context of an FFT processor, for exam-
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ple, in U.S. Pat. No. 5,038,311 issued Aug. 6, 1991 in the
name of Monastra et al.

As a further illustration of how buffer control is ac-
complished, a simplified example follows relating to
two pencil beam positions, with four pulses at each
beam position (eight pulses total), and with three range
cells or time slots into which data resulting from returns
from targets may fall. The data is collected for digital
pulse Doppler processing. The data is collected, stored

sequentially in the memory of ADC and Buffer 62 of 10

FIG. 3, and is then read out in a proper sequence for.

subsequent loading into DSP 68. A person skilled in the
art knows that the proper read sequence for performing
pulse Doppler processing is to read the data for a given

range cell at one beam position in the same time se-

quence in which it was collected at that beam position.
TABLE 111 shows the organization of the data in mem-
ory after all the data has been collected.

TABLE III
MEMORY ADDRESS DATA CONTENTS
1 B1 Pi R1
2 Bl PI R2
3 Bl Pl R3
4 B2 P2 R1
S B2 P2 R2
6 B2 P2 R3
7 B1 P3 R1
8 Bl P3 R2
9 B1 P3 R3
10 B2 P4 R1
11 B2 P4 R2
12 B2 P4 R3
13 Bl PS R!
14 Bl pPs R2
15 B1 Ps R:
16 B2 Po Rl
17 B2 P6 R2
18 B2 P6 R3
19 BI pP7 R1
20 Bl P7 R2
21 B! 7 R3
22 B2 P8 R1
23 B2 P8 R2
24 B2 P8 R3

The sequential memory address in TABLE III corre-
sponds to the time sequence in which the data is col-
lected, and B1 and B2 correspond to beam positions 1
and 2, respectively. P1, P2, P3 . . . P8 refer to transmit-
ted pulses one through eight, respectively; R1, R2 and
R3 refer to received signals in range celis 1 through 3,
respectively.

Referring to Table III, the first pulse (P1) is transmit-
ted on beam 1 (B1), and then the system listens during
the subsequent interpulse period. The interpulse period
is divided into three time-sequential portions designated
R1,R2 and R3. Returns arriving in the first period (R1)
are coupled to memory address or location 1, and repre-
sent the shortest-range targets. Targets at longer ranges
(R2) are received later, and are coupled to memory
location 2. The most distant targets (R3) return just
before the end of the first inter-pulse period, and are
routed to memory location 3. The system then switches
to the second beam (B2) and transmits a second pulse
(P2). The earliest returns from the shortest range (R1)
are grouped and coupled to memory location 4. Simi-
larly, the mid-range cell target returns (R2) resulting
from the second pulse are coupled to memory location
5, and the long range cell returns (R3) go to memory
location 6. Pulse 3 is transmitted along or on beam 1
(Bl), and the short-range, mid-range and long-range
returns R1, R2 and R3, respectively, are stored at mem-
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ory locations 7, 8, and 9 respectively. The distribution
of the remaining returns should be obvious by reference
to Table I1I and the foregoing description.

In the simplified four-pulse-per-beam example of
Table I1I, the memory control signals for reading from
memory into the DSP must sequence the data into the
DSP in the order necessary to perform four-pulse Dop-
pler processing. Four-pulse, rather than eight-pulse,
processing is used, because four puises are uniquely
associated with beam 1 (Bl), and four are uniquely asso-
ciated with B2; in particular, pulses 1, 3, § and 7 are
associated with Bl, and pulses 2, 4, 6 and 8 are associ-
ated with B2. The processing is accomplished by con-
trol of the reading of the buffer in ADC & Buffer 62 by
addressing the memory locations in the order listed in
Table IV.

TABLE IV
Memory Address Data Contents

1 Bl P1 R1
7 Bl P3 R1
13 Bl PS5 R1
19 B1 P7 R1
2 Bi Pl R2
8 Bl P3 R2
14 Bi PS R2
20 Bl P7 R2
3 Bl P1 R3
9 Bl P3 R3
15 Bl P5 R3
21 Bl P7 R3
4 B2 P2 Rl
10 B2 P4 R1
16 B2 P6 R1
22 B2 P8 R1
5 B2 P2 R2
11 B2 P4 R2
17 B2 Pé R2
23 B2 P8 R2
6 B2 P2 R3
12 B2 P4 R3
18 B2 Pé R3
24 B2 P8 R3

Thus, the returns R1 containing from beam 1 (B1) are
read in their original sequence of receipt, i.e., in the
order of transmissions P1 P3 PS§ P7, by sequentially
reading memory addresses 1, 7, 13 and 19, following
with the four R2 returns of B1 are read from addresses
2,8, 14 and 20 in their original order of receipt, corre-
sponding to P1, P3 P5 P7. Then, the R3 returns of Bl
are sequentially read from memory locations 3, 9, 15
and 21. A similar procedure is used to read the beam 2
(B2) returns, as listed in Table IV.

As a more complex example, consider the example
described above in conjunction with FIG. 11d, which
includes 2X23=46 pulses at CPI1=3096 Hz at
+44.14° azimuth, +12.381° elevation. Assuming that
100 range cells are to be used to provide greater range
resolution and coverage than the 3-cell simplified exam-
ple, Table V lists the sequential memory addresses
which control the locations into which the return data
derived from the various pulses is directed.

TABLE V
MEMORY
ADDRESSES BEAM PULSE RANGE CELLS
1 thru 100 +44.14° 1 1 thru 100
101 thru 200 —44.14° 2 1 thru 100
201 thru 300 +44.14° 3 1 thru 100
301 thru 400 —44.14° 4 1 thru 100
401 thru 500 +44.14° 5 1 thru 100
501 thru 600 —44.14° 6 1 thru 100
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TABLE V-continued TABLE VIl-continued
MEMORY No. Pulses
ADDRESSES BEAM PULSE RANGE CELLS Azimuth Positions PRF in one quadrant Pulse Width
(DEG) (Hz) (Per Beam) (sec)
S Tl —nm 3870 12 10
. ) ) ) +1341. —1.00 3096 8 10
4401 thru 4500 +44.14" 45 1 thru 100 +134]1. —-1.00 3870 10 10
4501 thru 4600 —a4.14° 46 1 thru 100 +11.31, 308 3096 8 10
+1131. —3.08 3870 10 10
. +9.23, —5.10 3096 8 10
Naturally, more or fewer range cells may be used as 10  +923. =510 3870 10 10
dictated by cost and range resolution, and range cover- I;:g :_7,:2 ;(8)_9’8 18 }g
age requirements. The corresponding sequence for +510, —9.23 3096 8 10
reading data from the buffer memory is listed in Table +5.10, —9.23 3870 10 10
VL +3.05 —1131 3096 8 10
15 4305 -11.31 3870 10 10
TABLE VI +1.00, ~1341 3096 8 10
MEMORY ” RANGE _ +1.00, —13.41 3870 10 10
ADDRESSES BEAM CELL PULSES
1.201.401.601, . . . 4401  +44.14° 1 1,3,5.7, ... 45 The 46-pulse 3096 Hz sequence at *=44.14° azimuth,
2.202,402.602, . . . 4402 +44.14° 2 1.357....45 20 12.381° elevation (the contents of Table V) is listed as
3,203.403.603. . . . 4403 +44.14 3 13,5.7.... 45 the first item in Table VII. The 56-puise, 3870 Hz se-
’ ’ ’ quence at =44.14° azimuth, 12.381° elevation (the mat-
. . . . ter in Table V1) is listed as the second time in Table VII,
100.300.500. . . . 4500  +44.18° 100 1.3.57....45 and is performed immediately following the +44.14°
101.301.301. ... 4501 —44.14 ! 2468,...46 25 azimuth, 3096 Hz sequence. The next sequence is
102,302,502, . .. 4502 —44.14° 2 24.6.8....46 +26.51° azimuth at 3096 Hz. which prod b p
103,303,503, ... 4503  —44.14° 3 24.68. ... 46 +206.51" azimuth at Z, which produces beams lar
. . enough apart so that the sidelobes of one beam reject
the returns from transmitted pulses on the other beam.
200.400.600 . 4600 i 106 se6s 46 The returned information is stored in memory in the
— — —_— 30 same sequence in which it is received, as described
above, and is read for application to the digital signal
While DSP 68 of FIG. 3 is processing the data read processor in that sequence which is sequential for each
from the memory of ADC and Buffer 62 as listed in range cell. )
Table VI, TCU 58 of FIG. 3 is controlling antenna BSL Referring further to Table VII, the transmission/-
48, RF feed 30, T/R device 50, RCVR/ASP 52 and 35 reception and storing/reading/processing proceeds, as
WFG 54 1o collect data derived from a second sequence listed in Table VII, alternating the pulse transmission
of 2x28=>56 pulses for beams at 12.381 degrees eleva- and reception =+ in azimuth about the on-axis direction,
tion, 4414 degrees azimuth at the CP12=3870 Hz and achieving isolation between alternate beams by
PRF, and to store the target return data in-a manner virtue of the low level of the beam sidelobes of one
similar to that of TABLE V. 40 beam at the on-axis position of the other beam. How-

Table VIII lists the entire pulse sequence at the
12.381° elevation angle for the surveillance mode of
operation, in the order of performance.

TABLE VII

No. Pulses
Azimuth Positions PRF in one quadrant Pulse Width
(DEG) (Hz) (Per Beam) (usec)
+44.14, —44.14 3096 23 10
+44.i4, —44.14 3870 28 10
+26.51, —26.51 3096 9 10
+26.51, —26.51 3870 11 10
+41.35, —41.35 3096 19 10
+41.35, —41.35 3870 23 10
+24.24, —24.24 3096 8 10
+24.24, -24.24 3870 10 10
+38.68, —38.68 3096 16 10
+38.68, —38.68 3870 19 10
+22.01, -22.0! 3096 8 10
+22.01, —-22.01 3870 10 10
+36.10, —36.10 3096 13 10
+36.10, —36.10 3870 17 10
+19.82, —-19.82 3096 8 10
+19.82, -19.82 3870 10 10
+33.61, ~33.61 3096 12 N 10
+33.61, —-33.61 3870 15 10
+17.66, —17.66 3096 8 10
+~17.66, —17.66 3870 10 10
+31.18, —31.18 3096 10 10
+31.18, -31.18 3870 13 10
+15.52, —15.52 3096 8 10
+15.52, —15.52 3870 10 10
+28.82, —28.82 3096 9 10

45

50

55

65

ever, it is clear that closely spaced beams, such as those
at =1° in azimuth, are not sufficiently separated to
provide such isolation. The sequencing is adjusted in
the range from 0° to 13.41°, as listed in table VII. For
example, the transmission of pulses at 3096 Hz aiter-
nates between + 13.41° and — 1° beams, which provide
sufficient inter-beam isolation to provide the desired
range ambiguity reduction. The selection of beams is
selected to maintain a minimum angular isolation of
about 12°. Different beam widths and sidelobe levels
may result in selection of other angular separations. It
should be noted that the separation is maintained not
only between the beams in a sequence, but also between
the beams at the end of one sequence and the beginning
of the next sequence, i.e., the angular separation be-
tween beams at —9.23° and +3.05° at the transition
between the 3870 Hz PRF and 3096 Hz PRF, the fourth
and fifth sequences from the end in Table VII.

After scanning at 12.381° elevation as listed in Table
VII, scanning continues in the surveillance mode at
other elevation angles, in a manner similar to that de-
scribed above. As described below, a complete surveil-
lance mode scan may be followed by scans in other
operating modes, such as the short-range or approach
mode.

A hardware version of the beam multiplex and PR1
control logic 300 for multiplexed surveillance beam
execution is illustrated in FIG. 35. The BMPX/PR1
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control logic 300 illustrated in FIG. 35 is controlled by
external “higher level” control generated within TCU
block 58 of FIG. 3a in response to requests from RCC
block 78 to execute a beam multiplexed operation. The
BMPX/PR1 control logic 300 can itself be part of the
TCU, or it can be incorporated into the antenna Beam
Steering Logic (BSL) block 48, in which case it would
be of slightly different design, but incorporate corre-
sponding structures.

In FIG. 3b, beam multiplexing is accomplished, in
general, by pre-storing sequences of beam parameters
Azimuth, Elevation and Range as control words in
Beam Sequence Control Memory (BSCM) illustrated as
a block 310. Supporting logic, control and timing cir-
cuits cause a Beam Address Register (BAR) 312 to
increment sequentially, beam by beam, thereby address-
ing memory 310 for sequentially recalling from memory
the range, azimuth (az) and elevation (el) contro! words
for each beam in a multiplexed beam sequence. The
range, az and el control words are latched in output
data range, azimuth and elevation latches 314, 316 and
318. respectively, from which the az and el control
words may be subsequently strobed into antenna con-
trol input ports. The range control word is strobed into
a range counter illustrated as a block 318 to preset the
counter to a value which represents the clock count
equivalent to the range/time delay required for the PR1
of the commanded beam. Counter 318 then decrements
down to zero under excitation from a clock module 320,
thereby timing the duration of the beam dwell and pro-
viding PR1 timing control from one beam to the next.
Thus. the beam-to-beam PR1 or effective PRF is con-
trolled by the range component of the parameters
stored in memory 310. '

In F1G. 35, all beam multiplex sequences which may
be used are stored in Beam Sequence Control Memory
310 in the form of az, el and range digital control words,
and each sequence is assigned a unique index number
which is also the address at which the data is stored, or
which is translated into an address by translator mem-
ory 332. When activated, the BMPX/PR1 control logic
of FIG. 3b sends digital azimuth and elevation control
words to the antenna via data paths 59 and 42. The BSL
incorporates computational capability (not illustrated)
to transform the az/el control words into phase shifter
settings for each antenna module, thereby causing the
beam to be steered in the commanded direction.

At start up, TCU 58 of FIG. 3a applies a RUN DIS-
ABLE signal with a logical 1 value over a data path 322
of FIG. 3b to a NOR gate 324, which forces the
CLOCK DISABLE output 326 of NOR gate 324 to a
logical 0. The logical 0 on data path 326 is applied to an
input of an AND gate 328, causing its output to go to a
logical 0, whereupon the RUN input of CLOCK mod-
ule 320 is held to a logical 0, preventing the clock from
operating, and thereby inhibiting the counting sequence
in Range Counter block 318.

TCU 58 of FIG. 3a applies a COMMANDED SE-
QUENCE index, which represents the desired sequence
of beam subsets, to the data input 330 of a translator
(XLATOR) memory 332 of FIG. 3b. The LOAD SE-
QUENCE STROBE (LSEQ) is then applied from TCU
58 of FIG. 3¢ by way of a data path 334 (FIG. 3b)
directly to the input of an OR gate 336, and by way of
a delay 342 to the LOAD INDEX input of translator
memory 332. OR gate 336 responds to the strobe imme-
diately to apply a pulse to the reset (R) input of a clock
enable flip-flop (FF) 340 to reset the FF. The LSEQ
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strobe is delayed by delay 342, and is applied to the
LOAD INDEX input of translator memory 332 after
FF340 is reset. The strobe causes the COMMANDED
SEQUENCE index to be loaded or applied as an ad-
dress to memory 332. Translator memory 332 retrieves
preloaded information relating to the starting address
(SADDR) with which Beam Sequence Control Mem-
ory 310 must be addressed, and TOTAL BEAM
COUNT (TBC) for the commanded beam multiplex
sequence. The LSEQ strobe, previously delayed by
delay 342, is delayed by a further delay 344, and the
twice-delayed strobe is applied in parallel to the LOAD
START input of a BEAM ADDRESS REGISTER
312 and to the PRESET input of a BEAM COUNTER
346. When the twice-delayed strobe signal is applied to
the LOAD START input of beam address register 312,
the starting address SADDR is applied by way of data
path 348 to Beam Sequence Memory 310. The twice-
delayed LSEQ strobe is further delayed by a delay 350
to form a thrice-delayed strobe, which is applied by
way of an OR gate 352 to the LOAD ADDRESS input
of Beam Sequence Memory 310 for causing SADDR to
be applied as an address to memory 310. This in turn
results in the reading from memory 310 of the range,
azimuth and elevation control words onto data paths
354, 356 and 358, respectively. The thrice-delayed
strobe at the output of delay 350 is further delayed in a
delay 360 to form a quadruply-delayed strobe, which is
applied by way of an OR gate 362 to the LOAD inputs
of latches 314, 316 and 318. Laiches 314, 316 and 318
latch the range, azimuth and elevation control words
from data paths 354, 356 and 358, respectively, and
make the words available on data paths 364, 366 and
368, respectively, for application to antenna control
ports (not illustrated) of array antenna 185 of FIG. 3a or
for other uses. The latched RANGE CONTROL word
is also applied to the data input port of RANGE
counter 318. The quadruply-delayed strobe at the out-
put of delay 360 is further delayed by delay element 370
to form a quintuply-delayed strobe, which is applied
through an OR gate 372 to the PRESET input of
counter 318 for causing the RANGE CONTROL word
to be loaded. The quadruply-delayed strobe is also ap-
plied to an output port 374 as a SEQUENCE
LOADED (SEQLDED) signal, which indicates to
higher-order logic in TCU 58 that initial loading of the
beam multiplex/PR1 control logic for the selected se-
quence has been completed.

After receiving the SEQLDED signal from port 374
of the BMPX/PR1 logic of FIG. 35, TCUS8 of FIG. 3¢
initiates execution of the beam multiplex sequence at the
scheduled time by applying a logic 0 to RUN DIS-
ABLE path 322 of FIG. 3b. This in turn enables AND
gate 328, allowing FF 340 to control clock 320. Simulta-
neously, TCU 58 (FIG. 3a) strobes a BEGIN SE-
QUENCE EXECUTION path 376 (FIG. 3b), causing a
one-shot (OS) multivibrator (MVB) 378 to generate a
DATA VALID strobe and to apply it through an OR
gate 380 to the antenna direction control input ports
(not illustrated), to cause the AZ and EL control words
on data paths 366 and 368 to be loaded into the antenna
control.

The BEGIN SEQUENCE EXECUTION strobe is
also delayed by a delay element 382 and applied by way
of an OR gate 384 to the set (S) input of FF 340, thus
setting FF 340 and initiating range counting in counter
318 for the first beam of the commanded beam multiplex
sequence.
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At the end of the first pulse recurrence interval (PR1)
associated with the first beam of the commanded se-
quence, the output count of range counter 318 reaches
zero, representing the end of the first beam position.
The output is applied to a NOR gate 386, which makes
a state transition of its output from logical O to logical 1,
triggering a OSMVB 388 to generate a PR1 COM-
PLETE strobe pulse (PRC) on conductor 387. The
PRC pulse is applied to reset FF 340 by way of OR 336,
increments the count of beam address register 312, and
decrements beam counter 346.

If the next beam in the current sequence is to be exe-
cuted, beam counter 346 will not have decremented to
zero, and therefore at least one bit of its cutput data path
347 will be at a logic 1 level. Nor gate 390 responds with
a logic 0 level, which does not disable clock 320, and
the logic O level is applied to the inverting input of an
AND gate 392 for enabling thereof.

The incrementing of Beam Address Register 312 by
the PRC strobe on path 387 causes a new set of ad-
dresses to be generated by register 312. The PRC signal
on path 387 is delayed by a delay element 394 and ap-
plied by way of OR gate 352 to the LOAD ADDRESS
input of Beam Sequence Control Memory 310, to cause
a new set of beam parameters to be read from memory
and made available on paths 354, 356 and 358. The
delayed PRC strobe is also coupled through enabled
AND gate 392, by way of further delays, and is applied
in sequence to OR gates 362 and 372 for sequentially
latching the new beam parameters. The delayed PRC
strobe is further delayed by a delay element 396, and
applied through OR gate 384 to set FF 340. This enables
clock 320 to be synchronized to the time standard estab-
lished by TCU 58 (F1G. 3), and to cause clock 320 to
once again initiate operation of count-down range
counter 318.

The operation repeats, until a time at which the beam
multiplex sequence is completed. When the sequence is
completed, the last PRC signal generated by OSMVB
388 on path 387 decrements beam counter 346 to zero.
With all bits of its output data path 347 at logical 0, the
output of NOR gate 390 makes a transition to logic 1,
disabling AND 392 to prevent erroneous latching of
control words into latches 314, 316 and 318, and also
preventing the delayed PRC strobe from erroneously
setting clock enable FF 340. The transition at the output
of NOR gate 390 triggers OSMVB 398 to produce a
SEQUENCE COMPLETE signal on a path 399 for
application to TCU 58 of FIG. 3a to indicate that the
current sequence is complete.

As mentioned above, the beam multiplex/PRI con-
trol 300 of FIG. 3b may be incorporated into beam
steering logic 48 of FIG. 3a. The functional require-
ments are similar regardiess of the location. However,
phase shifter control words are stored in memory 310 of
F1G. 35 instead of AZ and EL control words. If incor-
porated into BSL 48, the BMPX/PRI control logic
could be either central or distributed. In the case of a
central design, the logic receives sequence indices from
the TCU and distributes individual beam indices to each
antenna module. The logic in the antenna modules in
turn uses the indices to enter a local look-up table to
retrieve the appropriate phase shift setting for the com-
manded beam in the commanded sequence. In the case
of a distributed design, the sequence index is directly
distributed to each antenna module and each antenna
module incorporates its own local BMPX/PRI control
logic. The distributed logic uses the commanded se-
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quence index to enter local memories and retrieves and
loads phase shift settings and PRI timing words into the
local control registers and counters, and exercises the
necessary timing and control sequencing to execute the
commanded sequence of beams in the appropriate order
to accomplish the desired beam multiplex operation.

FIG. 3¢ is a simplified block diagram of an embodi-
ment of the controller for controlling the number of
pulses transmitted at azimuth angles away from broad-
side (¢=0°) for maintaining power gain margin, as
described above in conjunction with FIGS. 11¢-11p.
The arrangement of FIG. 3¢ is, in general, a program-
mable controller 400, the operational coding of which
causes it to perform the control and timing sequences
through data paths to ADC/Buffer 62, Digital Signal
Processor 68, and Timing Control Unit 68 of FIG. 3q,
and to the Beam Multiplex and PRI control logic 300 of
FIG. 3b. Some portions of the block diagram of FIG. 3a
are included in FIG. 3¢ for ready reference. Elements of
FIG. 3c corresponding to those of FIG. 3a are desig-
nated by like reference numerals. In FIG. 3¢, program-
mable controller 400 includes an integration control
processor (1CP) 402, coupled to a memory 410 for pre-
stored parameters and to a further local RAM 420. In
general, all integration sequences are pre-stored in pa-
rameter tables in memory 410, and are retrieved by
processor 402 using a sequence identification index
received from TCUSS8 (FIG. 3a) in a manner generally
similar to that described in conjunction with FIG. 3b.
Processor 402 is coupled to ADC/Buffer 62 by data
paths 412 and 414, and to DSP 68 by data paths 416,
418, 422, 424, 434 and 436. A FF 430 has its set (S) and
reset (R) inputs coupled by way of data paths 426 and
428, respectively, to DSP 68. The Q output of FF 430 is
coupled to processor 402 by a data path 432. A further
FF 401 has its S input counled to data path 399 to re-
ceive SEQUENCE COMPLETE signals from OS 398
of FIG. 3b, and its R input and its Q output coupled to
processor 402 by data paths 438 and 440, respectively.

The operation. of programmable controller 400 of
FIG. 3c is explained in conjunction with the simplified
flow diagram of FIG. 34. The integration control pro-
cessing program begins at a START block 500 and
arrives at block 508, which represents the issuance of
strobe signals on the Index Transfer Complete (IXFC)
and Reset Integration Counter (RSETCNTRI) data
paths 438 and 418, respectively. The RSETCNTRI
strobe causes DSP 68 to initialize the pulse integration
count to zero in preparation for the next integration
sequence. The IXFC strobe on data path 438 resets
SEQUENCE READY FF 410, thereby enabling the
FF to later store a SEQUENCE COMPLETE strobe
which might be applied to its S input over data path 399.
The IXFC strobe is also routed to TCU 58 to indicate
system readiness to accept the next integration control
sequence.

From block 508 of FIG. 34, the logic proceeds to a
block 512, which represents reading by processor 402 of
FIG. 3c of the NEW SEQUENCE flag generated on
data path 440 by FF 410. The logic then flows to' a
decision block 514 in which the logic level of the NEW
SEQUENCE flag is tested. If logical 0, meaning that a
new sequence is not to be started, the logic flows back
to block 512 to read the flag again. Eventually, the flag
becomes a logical 1, signifying that data from a beam
muitiplex operation resides in ADC/buffer 62, and is
ready for transfer to DSP 68 for integration. When the
flag becomes a Iogical 1, the decision block 514 directs
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the logic to a further block 516, representing the read-
ing by ICP 402 of the Sequence Index (SEQNDX) from
data path 404, and a strobing of data path 438 with the
IXFC signal to reset FF 410, and also indicating the
TCU 58 that the index has been transferred.

From block 516 of FIG. 34, the program advances to
block 518, which represents the use by ICP 402 (FIG.
3r) of the index to retrieve from memory 410 and trans-
fer to RAM 420 a dwell count (DWC), a base (starting)
address table, a pulse integration table, and a range
integration table. This data becomes available to ICP
402 for use to control the integration sequence identi-
fied by the sequence index. From block 518, the logic
flows to a block 520, in which base address table master
index JBAT and master dwell index counter DWIC are
both set to zero. The logic advances to block 522, repre-
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senting the incrementing of DWIC by one. From block

522, the logic proceeds to a further block 524, which
represents the setting of a variable PNUMB, represent-
ing the number of pulses to be integrated, to the value
from the pulse integration table as indexed by DWIC,
PNUMB=PNT (DWIC). Also, a variable RNUMB
representing the number of range cells is set equal to the
value derived from the range integration table as in-
dexed by DWIC, RNUMB=RNT(DWIC). Variable
PNUMB controls the number of pulses integrated by
DSP 68 during a dwell, and RNUMB controls the num-
ber of range cells processed by DSP68 in each dwell.
The logic flows from block 524 to block 526, which
represents the setting to zero of a temporary base ad-
dress index IBAT. Variable IBAT identifies the tempo-
rary storage locations of base addresses for the current
dwell to be transferred from ADC/Buffer 52. In block
528, IBAT and JBAT are each incremented by one.
Variable JBAT is the master index which identifies the
particular value from the base address table that is to be
transferred to a temporary storage array. From block
528, the logic flows to block 530, which represents the
indexing of temporary base address NBAT by IBAT,
and the storage at that location of the base address table
(BAT) as indexed by JBAT. A decision block 5§32 com-
pares IBAT with RNUMB. If they are not equal, the
logic leaves decision block 532 by the NO exit and
proceeds by way of logic path 534 back to block 528, in
which IBAT and JBAT are each incremented by one,
whereupon block 530 causes another value of base ad-
dress to be transferred, and IBAT is again compared.
The loop including blocks 528, 530 and 532 continues
until IBAT equals RNUMB, thereby signifying that all
base addresses for the current dwell are stored in
NBAT, whereupon the logic leaves decision block 532
by the YES path and proceeds to block 536.

Block 536 of FIG. 3d represents the setting of range
cell counter RCOUNT to one, signifying that the first
range cell of the dwell is to be processed. The logic
advances to block 538, in which pulse counter pCNT is
initialized to zero. Block 540, represents the strobing of
Next Packet Request (NPREQ) data path 424 by ICP
. 402 of FIG. 3c¢. Upon receipt of NPREQ, DSP 68 exam-
ines its internal buffers and its processing load and de-
termines its status as READY or BUSY, which is com-
municated over one of data paths 426 or 428, respec-
tively, to DSPREADY FF430 for storage of the status
information. Processor 402 reads the DSPRDY status
from FF 430 on data path 432. Block 540 also represents
the reading of DSPRDY. From block 540, the logic
flows to a decision block 542, which determines if
DSPRDY is a logic value representing YES. If not, the
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logic flows from decision block 542 by the NO output
back to block 540. Eventually, DSP 68 will be ready to
accept the next batch or packet of radar data to be
integrated, and the logic will leave decision block 542
by the YES output and proceed to block 544. Block 544
represents the strobing of the RSETCNTRI data path
418 by processor 402 of FIG. 3c, thereby causing DSP
68 to reset the integration count to zero, in preparation
for the next packet to be transferred and integrated.

From block 544 of FIG. 34, the logic flows to a block
546, which is the starting point of a loop including
blocks 548, 550, and 552, which transfers the returned
data to be integrated into DSP 68. In block 546, the
pulse count (PCNT) is incremented by one. From block
546, the logic flows to block 548, where the buffer
address ADDR for the first data point to be transferred
is calculated. The buffer address is calculated by the
base address corresponding to the current pulse count
NBAT (PCNT) to the current range counter value
RCNT, and subtracting 1 to take into account that
RCNT is initialized to a value of 1 rather than 0. From
block 548, the logic advances to block 550, which repre-
sents application by ICP 402 of FIG. 3¢ of the address
of the desired I and Q information onto address bus 412
for application to buffer memory address register
(BMAR) 624, followed by sequentially strobing a
Transfer Buffer Memory Address (XFERBMAR) data
path and XFERSP path 416. The XFERBMAR signal
causes BMAR 624 to activate the ADDRESS VALID
signal line 448 to ADC/Buffer 62b, followed by actua-
tion of the DATA STROBE signal line 450. This has
the effect of causing the I and Q samples stored at loca-
tion ADDR to appear on data buses 454 and 456 for
application to DSP 68. The strobing of XFERSP path
416 causes DSP68 to accept and store the I and Q data
words from data paths 454 and 456, and to increment
the integration control count by one. From logic block
550, the logic flow advances to decision block 552,
which compares PCNT with PNUMB. If PCNT is less
than PNUMB, more pulses are yet to be integrated in
the current range cell of the current dwell, and the logic
leaves decision block 552 by the YES output, and re-
turns to block 546 by path 554. The loop continues to
operate until no more pulses are to be integrated in the
range cell and PCNT equals PNUMB, in which case
control is transferred to a further logic block 556 from
the NO output of decision block 552. Block 556 repre-
sents the strobing by ICP 402 of the Start Integration
(STINT) control line 422, thereby indicating to DSP 68
that the current batch of data is complete and that inte-
gration may begin. DSP 68 then begins its interval inte-
gration sequence, while the logic flows from block 556
of FIG. 34 to decision block 558. Decision block 558
compares RCNT with RNUMB. If RCNT is less than
RNUMB, signifying that there are range cells remain-
ing to be processed in the current dwell, the logic leaves
block 558 by the YES path and arrives at a block 560. In
block 560, RCNT is incremented by one, and the logic
then flows by way of a node 501 back to block 538, in
which integration control sequencing is begun for the
next range cell in the current dwell.

If RCNT equals RNUMB in decision block 558 of
FIG. 34, signifying that data for the last range cell in the
current dwell has been transferred to DSP. 68 of FIG.
3c, the logic flows by way of the NO output to a logic
block 562. Block 562 represents the strobing of the
Dwell Complete (DWCMP) signal path 436 by proces-
sor 402, thereby signaling to TCU 58 and DSP 68 that
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all the data for the current dwell has been transferred.
From block 562, the logic flows to a decision block 564,
which compares the Dwell Index Counter DWIC with
the Dwell Count DWC. If DWIC is less than DWC,
indicating that there is still more data in ADC/Buffer 62
to be transferred. decision block 564 transfers control
via the YES output and node 502 back to block 5§22 to
begin the integration control sequencing for the next
dwell stored in ADC/Buffer 62. If DWIC equals DWC,
indicating that data transfer for ADC/Buffer 62 to DSP
68 is complete, decision block 564 routes the logic to a
block 566. Block 566 represents the strobing by ICP 402
of the Buffer Transfer Complete (BXC) data line 434,
which signals to TCU 58 and DSP 68 that transfer is
complete. From block 566, the logic flows by way of
node 503 to block 512, from which the logic may begin
the process of acquiring the next sequence index for the
next integration control sequence.

As so far described, a radar system includes an active
phased-array transmission and reception arrangement in
which a plurality of preset or preselected antenna beam
locations are accessed in sequence for “scanned” high-
speed volume surveillance, and for short-range use as
for aircraft final approach control. As described below,
the operation of the radar system is divided into time
frames or frame intervals. Within each time frame, sub-
intervals termed *dwells” are allocated for volume
surveillance, and also for several other purposes includ-
ing dedicated track dwells. In this context, a dwell
refers to the period of time during which signals are
received in a particular beam at a particular azimuth and
elevation, weather detection and track initiation or ma-
neuvering dwells.

The major mode of operation in this embodiment is
the volume surveillance mode previously discussed,
which is also known as volume search. Since the radar
incorporates a monopulse feed and processes angle and
range information for targets detected during volume
surveillance, the volume surveillance mode provides a
means to track detected targets from scan to scan. The
radar thus operates volume surveillance in conjunction
with track processing in DP 72 to provide track-while-
scan operation (i.e. targets are tracked with the range
and angle information acquired from one volume sur-
veillance scan to the next). Hence this major mode of
operation is known by various terms such as volume
surveiliance, track-while-scan, volumetric track-while-
scan, target tracking volume surveillance, and the like.

Weather surveillance differs from volume surveil-
lance in several respects. Volume surveillance is de-
signed to detect and track discrete aircraft targets,
which yield significantly larger radar returns than do
the low-amplitude or low-level returns from atmo-
spheric disturbances that are of interest in weather sur-
veillance. Such low-level disturbances include small
changes in the dielectric constant or index of refraction
of disturbed atmosphere, believed to be attributable to
slight temperature, humidity, moisture, or pressure vari-
ations, but which may also be attributable to the pres-
ence of insects, or dust associated with the disturbance.
The velocity of aircraft targets is generally much higher
than that of weather, except in extreme circumstances
where wind speed may approach 100 knots. The target
tracking volume surveillance must provide reliable de-
tection and precise position measurements, which are
obtained on most targets with a moderate number of
pulses. However, weather surveillance for atmospheric
disturbances must provide velocity and reflectivity
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measurements with very low variance, and hence re-
quires integration of a much larger number of pulses to
gather information that allows detection and identifica-
tion of atmosphere disturbances that pose hazards to
aircraft during terminal (aircraft takeoff and landing)
operations. Another difference between weather and
volume surveillance is the time period and volume over
which a complete surveillance scan must be completed.
For volume surveillance to detect aircraft, 360° cover-
age must be completed approximately every S seconds.
For dangerous atmospheric disturbance monitoring,
some much more restricted volume, say 20 degrees
centered on approach and takeoff flight paths, must be
scanned about once every minute. Such reductions in
scan coverage and extensions of the time interval in
which the volume may be scanned makes it possible for
a radar system according to the invention to collect
radar data that will allow detection and warning of
wind shear and wake vortex hazards when they occur
in the vicinity of airports. Storm weather mapping cov-
ering 360° in azimuth also requires more pulses than
does the aircraft surveillance, but the scan needs to be
completed only once about every 5 minutes, thereby
allowing this function to also be included in the radar’s
multiplexed functional capability.

In radar terminology, when a radar schedules and
executes a single tracking dwell for the purpose of mea-
suring the range and/or angle and/or range rate and/or
angle rates, etc. of an individual target that is currently
in track, the radar is said to dedicate a track dwell,
hence is termed a *“dedicated track dwell”. Further-
more, in radar terminology, once a target is in track by
a radar (by whatever method), the terms target and
track become synonymous, and the tracked target may
be referred to as either a target or a track, and if dedi-
cated track dwells are employed for the target, then the
term dedicated target is also used, as are terms such as
dedicated tracking beams and dedicated target beams.
When a radar detects a target not previously in track,
and then schediles and executes a sequence of radar
tracking dwells for the purpose of establishing or initiat-
ing a tracking solution for the target, this initiation/-
transition period of measurement is termed track initia-
tion and/or transition to track, and the radar tracking
dwells are known variously as initiation dwells, initia-
tion track dwells, track initiation dwells, transition to
track dwells, and the like.

While the radar system is executing scans in a particu-
lar mode, RCC block 78 of FIG. 3 determines the next
mode of operation to be executed; dedicated track
dwells, weather detection or surveillance dwells, or
track initiation/maneuvering track dwells, or the next
track-while-scan surveillance sequence is scheduled
depending on the time sequence control laws embedded
in the RSCP program block 80. The system designates
certain targets as high priority targets and schedules
dedicated tracking beams to update track measurements
on individual high priority targets at a much higher rate
than is possible with the normal volumetric track-while-
scan radar function. These high priority targets are
referred to as “dedicated” tracks. A target may be des-
ignated as high priority by virtue of predetermined
fixed criteria or by an automatic programmable crite-
rion embedded in the RSCP program. For example, a
high priority may be assigned to a target which is per-
forming a turn, an altitude change, or a speed change, in
order to maintain tracking accuracy on these “maneu-
vering” targets. A person skilled in the art of radar
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tracking will know how to implement maneuver recog-
nition algorithms based on prior art to be used as part of
the RSCP to automatically dedicate more radar re-
Sc urces 10 maneuvering targets.

When new targets are detected during the volumetric
track while scan mode, the radar system automatically
schedules faster execution of dedicated track measure-
ment dwells than the available track-while-scan rate in
order to more rapidly establish accurate position and
velocity vectors for the new target. Once the track

parameters for the new target are sufficiently accurate,

the RSCP automatically discontinues scheduling of
dedicated track measurement beams and relies on track
while scan measurements to update the target track.

The period of time when rapid, dedicated track dwells

are used to establish a firm track on new targets prior to
reverting to track while scan updates is known as the
*“‘transition to track” process.

In a simplified example of the operation of a radar
using a particular RSCP, which is only one possible
selection of resource allocation, the dedicated tracks,
maneuvering tracks and transition to track are allocated
a combined 100 milliseconds every second, and weather
surveillance is allocated 100 milliseconds every five
seconds. The dedicated track dwells, the maneuvering
track dwells, and the transition track dwells are each 10
pulse dwells at nominal 1 KHz PRF. A 1 kHz PRF
corresponds to a 1 mS PRI, so each 10-pulse dwell
requires 10 mS of radar time. At a track rate of once per
second, of which 100 mS are available for dedicated
track dwells, 10 dedicated targets may be tracked by
each antenna face. The time it takes to complete the
volumetric surveillance scan is 4.237 seconds as totaled
in FIG. 10. The additional time designated for track and
weather as listed above is 0.6 seconds broken into 100
msec/sec for 5 seconds=500 msec for tracks, plus 100
msec/5 sec X 5 seconds = 100 msec for weather surveil-
lance, for a grand total of 600 msec per 5-second frame
interval for a total time occupancy of 4.837 seconds per
five second frame time. As used here, a frame time is
that time period over which the radar is operated to
perform a complete track while scan volume surveil-
lance update interleaved with fast track updates,
weather surveillance dwells and special radar function
dwells. The nominal frame time for the radar described
herein is 5 seconds. A person skilled in the art knows
that by increasing the average transmitted power, the
frame time may be reduced.

A person skilled in the art knows that the radar re-
sources can be allocated in numerous other ways to
accomplish a multitude of varying task requirements,
within the limits of radar time occupancy, and also
knows that it is possible to dynamically allocate the
radar’s time resources according to various target and-
/or environmental conditions in conjunction with a
pre-programmed set of rules for decision making.

FIG. 12 illustrates a logic flow diagram or chart
suitable for RSCP implementation, to achieve multi-
plexed volumetric track-while-scan surveillance, dedi-
cated tracking, and weather surveillance functions, and
includes logic paths for optionally executing special
functions which may include self-testing functions, not
otherwise described herein. A person skilled in the art
knows that the communications between DP block 72
and RCC block 78, and between TCU biock 58 and
RCC block 78 of FIG. 3 can be accomplished via a
mode of transfer known as direct memory access
(DMA), which allows the Central Processor Unit of
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RCC 78 to dedicate its resources to the execution of the
RSCP program and to communicate to the DP and
TCU via internal memory queues without the addi-
tional burden of programmed input/output operations
(P10). This is reflected in the flow diagram of FIG. 12,
which incorporates queue management as part of the
RSCP program. In a computer using direct memory
access (DMA), specialized independent control hard-
ware is used to move data directly in and out of memory
during those cycles of computer operation in which the
CPU does not use the memory, as described at pp.
403-407 in “Digital Computer Design” by R. M. Kline,
published by Prentice-Hall. This provides for very high
speed 1/0 data transfer directly into and from the com-
puter memory, without interrupting the normal flow of
the operational computer program. With this type of
data transfer, various portions of the program can re-
ceive communication from external sources by retriev-
ing input messages and data from predetermined mem-
ory locations, and can send communications to external
devices by storing output data and messages in prede-
termined memory locations for subsequent transfer via
the DMA process. :

FIG. 12, including FIGS. 124-12g, is a portion of a
simplified flow chart describing the Radar Scheduling
and Control Program performed by control arrange-
ment 80 of FIG. 3. The logic flow of FIG. 12a repre-
sents a “main’ path, which decides which of the major
subroutines are to be involved at a particular time. The
subroutines are accessed by logic flows to logic nodes 1,
2, 3 or 4, which direct the logic to the flows illustrated
in FIGS. 12b, 12¢, 12¢ and 124, respectively. The logic
flow of FIG. 125 relates to tracking of targets, details of
which are found in FIG. 12g, the flow of FIG. 12¢
relates to weather surveillance, the logic flow of FIG.
12¢ to volume surveillance, and that of FIG. 124 relates
to special user-defined functions. The logic flows of
FIGS. 12b, 12¢, 12d and 12¢, when completed, direct
the logic flow to a further flow illustrated in FIG. 12/,
preparatory to a return to logic node 6 of FIG. 12a to
begin a new cycle. As described above, portions of the
control may be implemented by preprogrammed memo-
ries.

In general, the update rates for the various modes are
preselected, as for example one ordinary weather scan is
to be completed every 300 seconds, wake vortex and
wind shear monitoring every 60 seconds, volume sur-
veillance every 5 seconds, and tracking of high priority
targets once per second. In general, this is accomplished
by, for example, performing portions of the volume
surveillance, broken at a once-per-second rate for track-
ing scans, and allocating a small amount of each 5-
second increment to perform portions of the wake vor-
tex, wind shear and regular weather scans.

In F1G. 12q, the logic begins at a START block 1210
and proceeds to a block 1212, which represents the
initialization of the input-output (1/0) Direct Memory
Access (DMA) queues. The initialization of the DMA
1/0 queues reserves memory blocks in Radar Control
Computer (RCC) 78 of FIG. 3 for storing messages
received by RCC 78 from TCU 58 and DP 72, and also
for storing messages that are to be sent from RCC 78 to
the DP and the TCU. As mentioned, a computer system
that uses DMA 1/0 includes special control hardware
that moves data into and out of the reserved memory
areas without interrupting the operation of the execut-
ing computer program. This allows the various subrou-
tines in RSCP 80 to gather input data and disseminate
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output data by retrieving inputs from the reserved input
memory space and storing output data in the reserved
output memory space. A person skilled in the art of
computer programming and computer data communi-
cations will know how to design the RSCP programs
and the DMA queues and protocols to make the best
use of this 1/0 scheme. Block 1212 also represents the
initialization to a value of 1 of weather surveillance
{weather scan) and volume surveillance (volume scan)
pointers which represent indices to the locations of
surveillance beam parameters stored in memory in RCC
78 of F1G. 3, and the setting of the next frame start time
(the time of day at which the next frame starts) to the
current time. The volume scan counter is set to an initial
value of 1. A frame counter which counts the number of
frames completed during the day is initiated to a zero
count. The special function flag is initially set to either
a 0 (zero) or a 1 {(one), a O indicating that no special
functions are included in the current version of the
RSCP, and a 1 indicating that special functions are
included in the current version of the RSCP. Whether
or not special functions are included in the current
version of RSCP (the version currently executing in the
RCC) is decided by radar requirements and/or user
preferences not related to the invention. Dedicated
track dwelis. track initiation dwells, and maneuvering
track dwells generally are scheduled and executed at a
higher rate for each target (nominally once per second
in this example) than is performed in volumetric track-
while-scan (nominally once per 5 seconds in this exam-
ple), and are therefore referred to collectively as fast
track, fast track updates. etc. The fast track update
pointer is initialized to O (zero), representing the condi-
tion of no targets requiring fast track operations.

Following the initialization in block 1212 of FIG.
12a, the logic flows to a decision block 1214, which
compares current time to the start time of the next
frame, to decide whether or not to begin a new frame.
Immediately after initiation of the program at START
block 1210, the frame time is set to the current time in
initialization block 3212. This clock increments during
the next clock cycle, so that when the logic arrives at
decision block 1214, current time is later than the start
time of the next frame. Thus, the logic leaves decision
block 1214 by the YES output and proceeds to a block
1216, which represents calculation of sequencing and
scheduling times for track, weather and volume surveil-
lance control blocks for the next 5 seconds and the
incrementing of the next FRAME start time by 5 sec-
onds, which causes new frame procedures to be initi-
ated after the next five seconds have elapsed, thereby
establishing the radar’s frame time in 5-second incre-
ments. Finally, block 1216 increments the frame counter
by 1. Whether or not a new frame has been initiated, the
logic arrives at another decision block 1218.

Logic block 1218 compares current time to the time
for initiation of the next track dwell to determine
whether or not a fast track update is needed. If a fast
track update is needed, the logic leaves decision block
1218 by the YES output, and proceeds to logic node 1
of FIG. 12b. If a fast track update is not needed, the
logic leaves decision block 1218 by the NO output, and
arrives at a further decision block 1220. Decision block
1220 compares current time with the start time for the
next weather surveillance dwell to decide whether or
not weather surveillance should be performed. If
weather surveillance should be performed, the logic
leaves decision block 1220 by the YES path, and pro-
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ceeds to a logic node 2 of FIG. 12¢. If no weather sur-
veillance is needed, the logic leaves decision block 1220
by the NO output, and arrives at a decision block 1222.
Decision block 1222 compares current time to the next
scheduled time for volume surveillance to decide
whether or not volume surveillance is required. If vol-
ume surveillance is required, the logic leaves decision
block 1222 by the YES output and proceeds to a node 3
of FIG. 12¢. If volume surveillance is not needed, the
logic leaves decision block 1222 by the NO output and
proceeds to a logic node 4 of FIG. 124.

From logic node 4 of FIG. 124, the logic flows to a
decision block 1224, which tests the special function
flag to decide if special function processing, such as
on-line maintenance, is required. If a special function is
not required, the logic flows by way of the NO output
of decision block 1224 to logic node 6 of FIG. 124, and
back to block 1214 to decide whether a new frame
should begin.

If decision block 1224 of FIG. 12d decides that a
special function is required, the logic flows by the YES
output to a block 1228, which represents the creation of
parameter control blocks to execute the custom de-
signed user functions. In computer controlled phased
array radar terminology, the terms parameter block,
control block or parameter/control block refer to an
organized collection of digital words representing pa-
rameters and control indicators which when distributed
from RCC 78 to TCU 58, provides all necessary infor-
mation to cause TCU 58 1o initiate and synchronize the
operation of the other radar components to cause the
radar to execute a specific dwell or sequence of dwells
in accordance with the intended radar function. These
custom designed radar functions are selected or speci-
fied by the radar system operator, and are allocated
surplus radar occupancy. The special function may
include on-line maintenance functions. From block
1228, the logic flows to node § of FIG. 12f

Referring once again to FIG. 12a, decision block
1222 compares current time to the scheduled start time
of the next volume surveillance control block to be
executed. If volume surveillance is to be performed, the
logic leaves decision block 1222 by the YES path and
proceeds to node 3. Logic node 3 of FIG. 12¢ directs
the logic to decision block 1258 in the partial flow chart
illustrated in FIG. 12¢. Decision block 1258 tests the
value of the volume scan completion pointer against its
known final value to determine if the volume scan has
been completed. If the value of the volume scan com-
pletion pointer indicates that volume scan has not been
completed, the logic leaves decision block 1258 by the
NO output and arrives at a block 1266. If the volume
scan has been completed as indicated by a value of the
volume scan completion pointer, the logic leaves deci-
sion block 1258 by the YES path and reaches a decision
block 1260, which compares the current count of the
FRAME counter to that of the volume scan counter to
determine if the current volume scan has been (or will
be) completed prior to the start of the next frame time,
which indicates that surplus radar time occupancy is
available during the current scheduling frame.

If volume scan has been completed and the VOL-
UME SCAN COUNTER equals the FRAME
COUNTER, then the radar’s volume scan function has
been completed prior to the end of the current schedul-
ing frame, and the radar is ahead of schedule, which is
a desirable condition because it makes radar time (radar
resources) available for the weather and other lower-
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priority functions. If, however, scheduling of other
functions delays completion of volume scan into the
next scheduling frame, the FRAME COUNTER will
be greater than the. VOLUME SCAN COUNTER,
indicating the radar is behind schedule. If volume scan
is ahead of schedule, the logic of FIG. 12¢ proceeds via
the YES output of decision block 1260 to logic node 4
of FIG. 124. If volume scan is behind schedule, the
logic exits decision block 1260 by the NO output, and
flows to a block 1262. Block 1262 represents the incre-
menting of the volume scan counter, and the resetting
of the VOLUME SCAN COMPLETION pointer to its
initial value of 1, which causes subsequent logic block
1266 to begin a new volume scan prior to completion of
the current scheduling frame. If volume scan is not
complete, or if volume scan is either incomplete or
behind schedule, the logic proceeds from the NO out-
puts of decision blocks 1258 or 1260, and ultimately
arrives at a block 1266. Block 1266 represents building
of the next volume scan parameter/control block for
TCU 58 of FIG. 3. Such a block of parameters inciudes
data representing the pencil beams to be generated, the
number of pulses at each PRF 1o be transmitted on each
individual antenna beam, the address sequence for the
buffer in block 62 of FIG. 3, the transmit frequency and
pulse width, pulse code, attenuator settings (if any),
polarization settings, detection threshold control, in-
strumented range, and other variables. From block
1266, the logic flows to a block 1268, which represents
updating of the VOLUME SCAN COMPLETION
poinier. From block 1268, the logic flows by way of a
logic node 5 to the logic flow of FIG. 12f, described
below.

Referring once again to FIG. 124, the logic leaves
decision block 1218 by the YES path when fast track
updates are to be performed, and reaches the logic flow
of FIG. 12b by way of logic node 1. In FIG. 125, the
logic flows from node 1 to a decision block 1242, which
determines if any dedicated tracks have been identified.
If no dedicated tracks are identified, the logic leaves
decision block 1242 by the NO output and reaches a
further decision block 1246. If dedicated tracks have
been identified, the logic leaves decision block 1242 by
way of the YES output, and arrives at a block 1244,
representing the assignment of a priority to the dedi-
cated targets. Those skilled in the art of radar schedul-
ing design will know that there are numerous methods
available in the prior art for assigning a priority to tar-
gets. This is done for purposes of deciding which tar-
gets will have radar beams assigned to track them and
which targets will not have especially allocated radar
beams, in order to make most efficient use of limited
radar resources. A person skilled in the art will know
that target priorities may be set by target range, speed,
altitude, descent rate, location, turning rates, or various
combinations of these and other parameters, depending
on the mission of the radar. FIG. 12g is a flow chart
illustrating one possible scheme for assigning priorities
in block 1244.

FIG. 12g is a flow chart representing the setting of
priorities in block 1244 of FIG. 12b. The logic enters the
flow chart of FIG. 12g by path 1243, and reaches a
decision block 12012, which makes an initial decision in
relation to each target as to whether the speed is known.
The speed of a target might not be known if it has re-
cently been acquired, and has not been tracked for a
sufficient time to determine the speed. If the speed is
known, the logic leaves decision block 12012 by the
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YES output, and reaches a further decision block 12014.
Decision block 12014 examines the target’s range. Tar-
gets at ranges of greater than 20 nm are deemed to be
less important than closer targets, so if the range ex-
ceeds 20 nm, the logic leaves decision block 12014 by
the NO output, and reaches a block 12016. Block 12016
represents the assignment of priority P=35, the lowest
priority. From block 12016, the logic flows to an in-
terim logic path 12023. If the target range is less than 20
nm, the logic leaves decision block 12014 by the YES
output, and reaches a further decision block 12018.
Decision block 12018 represents the comparison of the
coordinates of the target to see if it lies in an azimuth arc
or sector including the airport runways. Targets within
the arc are deemed to be more important than those
outside the arc. If the target is outside the arc, the logic
leaves decision block 12018 by the NO output and
reaches a decision block 12020, which assigns priority
depending upon target speed. Targets with speeds
below 160 knots are assigned priority P=6 in a block
12022. The logic leaves decision block 12020 by the
YES output for targets with speeds above 160 knots,
and priority P=7 is assigned in block 12024. From
blocks 12022 and 12024, the logic flows to interim path
12023. If the target coordinates are within the arc
deemed to be of importance, the logic leaves decision
block 12018 by the YES output, and reaches a decision
block 12026. Decision block 12026 examines the target
altitude. Targets at altitudes higher than 7000 feet are
deemed to be less important than those below 7000 feet,
so the logic leaves decision block 12026 by the NO
output for such cases, and P=8 is assigned in a block
12028. If the target altitude is below 7000 feet, the logic
leaves decision block 12026 by the YES output, to ar-
rive at decision block 12030. Decision block 12030 ex-
amines the target speed, and causes the logic to flow to
a block 12032 for targets with speeds below 135 knots,
wherein P=9 is assigned. Fast-moving targets are
deemed more important, and targets with speeds
greater than 135 knots cause the logic to leave decision
block 12030 by the YES output. From the YES output
of decision block 12034, the logic arrives at a block
12034, representing the assignment of P=10 to such
targets. :

Assignment of priorities is also made in FIG. 12¢g for
targets with unknown speed. Caution dictates that such
targets be assumed to have high speeds and correspond-
ingly high priorities. Targets of unknown speed leave
decision block 12012 by the NO output, and reach a
decision block 12050, which examines the range. Tar-
gets with ranges greater than 20 nm result in the logic
flow leaving decision block 12050 by the NO output to
arrive at a block 12052, which represents assignment of
priority P=6. From block 12052, the logic flows to an
interim path 12064. For targets with ranges greater than
20 nm, the logic leaves decision block 12050 by the YES
output, to reach a further decision block 12054. Deci-
sion block 1254 compares the target coordinates with an
arc or sector including the runways in a manner similar
to that of decision block 12018. Targets outside the arc
cause the logic to reach block 12056, where P=7 is
assigned. Targets within the arc cause the logic to flow
by the YES path to decision block 12058, which com-
pares the target altitude with 7000 feet, and routes the
logic to blocks 12060 or 12062 for assignment of P==9 or
10, respectively, for targets above and below 7000 feet,
respectively.
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Once initial priorities are assigned in FIG. 12g, the
logic flows by one of logic paths 12023 or 12064 to a
decision block 12036, which determines from historical
data whether the target is maneuvering. If the target is
maneuvering, the priority P is incremented to P+ 1 in a
block 12038 before reaching another decision block
12040. Decision block 12040 determines the system has
deferred illuminating the target. If it has previously
been deferred, the logic flows to a block 12042, repre-
senting incrementing of P to a value of P+ 2. This in-
sures that deferred targets move up quickly through the
pricrities. The logic then reaches a decision block
12044, which determines if the target is newly acquired.
If not, the logic flows by the NO output and path 12066
to a block 1248. If the target is new, the logic leaves
decision block 12044 by the YES path and flows to
block 12048 by way of block 12046, which represents
incrementing the priority from P to P+ 1. Block 12048
represents the coupling of priority data for the target in
question to a memory assigned to that target, for further
dwell scheduling action. From block 12048, the logic
flows by path 1245 to decision block 1246 of FIG. 125.

Referring once again to FIG. 125, the logic flows
from either block 1242 or from block 1244 to decision
block 1246. Decision block 1246 examines the data
stored by block 1282 of FIG. 12f to determine if any
new or maneuvering targets exist. If no new or maneu-
vering targets are present, the logic flows from decision
block 1246 by the NO output, and arrives at a decision
block 1250. If any new or maneuvering targets are de-
termined to be present, the logic leaves block 1246 by
the YES output, and reaches block 1248. Block 1248
represents the setting target priorities, and is similar to
block 1244, described in detail above in relation to FIG.
12g. The logic leaves block 1248 and arrives at decision
block 1250. Decision block 1250 also examines the pro-
cessed detection and track files stored in memory by
block 1282 of FIG. 12/, to thereby decide if deferred
track targets are present. If not, the logic flows by the
NO output to a block 1254. If deferred track targets are
present, the logic leaves decision block 1250 by the
YES output, and sets target priority in block 1252 be-
fore arriving at block 1254. Block 1252 is also similar to
block 1244.

Block 1254 of FIG. 126 represents sorting of the
priority tracks by order of priority and allocating dwell
time until all the available dwell time is exhausted. A
person skilled in the art of radar control knows that
there are various methods available in the prior art for
determining how to allocate (or schedule) the amount
of radar time that is devoted to tracking a particular
target, or a particular collection of targets. One such
method is a fixed template approach, where a certain
fixed amount of the radar resources are always available
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targets. In the fixed template method, once the maxi-
mum number of targets is reached, no other targets can
be tracked until a previous track is canceled. In addi-
tion, the fixed template scheduler usually applies the
same radar resources to all targets regardless of target
characteristics. A fixed template scheduler suffers from
the disadvantage that radar resources are allocated even
though they may not be used, as for example time may
be allocated for 10 tracking dwells even though there is
only one target to be tracked.

Avaijable dwell time remaining for dedicated track
dwells in the current frame can be calculated in block
1254, assuming that each dedicated track dwell requires
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10 mS, and that no more than 100 mS per second is to be
allocated to dedicated track dwells, i.e. no time is to be
“stolen” from volume surveillance or weather scan if
more than ten dedicated tracks or targets exist. If more
then ten targets exist, those which cannot be illuminated
during the current 1-second time interval are deferred.
As mentioned above, deferred targets are granted a
higher priority for succeeding intervals. The time re-
maining in the current 5-second frame for dedicated
tracks is designated TR, and equals the starting time
(NXTFRM) of the next 5-second frame interval, minus
the starting time (TN) of the next dedicated track inter-
val within the current frame time,
TR =NXTFRM —TN. The time remaining for track is
designated TT, and TT is the difference between TR
and the time remaining in the current frame allocated
for volume scan (TVS), weather scan (TWX) and spe-
cial functions (TSPF),
TT=TR-TWX~TVS—-TSPF. It is necessary to
know how many one-second intervals (NT) remain in
the current 5-second frame, so that the total time avail-
able for track may be properly allocated. The value of
NT is determined by a function INT(-) which returns
the truncated whole integer portion of the argument,
NT =INT(TR). The amount of time available for exe-
cuting fast track updates in each second of the current
interval (TTNOQO) is deiermined by a simple proportion
TTINO=TT/NT. The amount of time to be allocated
for fast track update during the next one-second inter-
val, TTN, is the lesser of TTNO and 100 mS, deter-
mined by a function MIN(, ), TTN=MIN (TTNO, 100
mS).

A second method for allocating dwell time is an
adaptive approach in which radar resources are reallo-
cated from other applications such as volume surveil-
lance, until some predetermined limit or the physical
limit of the radar is reached. In the adaptive allocation,
the amount of radar resources allocated to each track
may be conditional on the priority or other target pa-
rameters and may change as often as necessary, accord-
ing to the prescribed allocation logic. In the specific
embodiment discussed here, for illustrative purposes
only, the allocation of radar resources by block 1254 to
tracked targets is up to 100 milliseconds per second.
The nominal allocation for each target is 10 pulses at 1
KHz, corresponding to 10 mS per second per target.
This accommodates tracking up to 10 targets at a 1 Hz
update for each. But, since the system operates in a
puise Doppler mode, adjustment of the PRF on certain
targets may be required to move the Doppler response
out of the zero Doppler filter in order to achieve better
signal-to-ciutter ratios. This may require longer dwells,
and take more time than 10 milliseconds per target,
leaving less time per frame to be allocated to other
targets. The logic of FIG. 12b simply defers those tar-
gets of lower priority that would exceed the 100 milli-
second per second allocation. The algorithm keeps
track of the total time used and time available, and
reallocates the leftover time at each subsequent track
cycle, so that some lower priority targets and deferred
tracks are serviced whenever resources are available,
within. the overall allocation at 100 milliseconds per
second, averaged over a 5 second frame time. The radar
system may also utilize other scheduling and allocation
schemes without altering the essence of the invention.

Block 1254 of FIG. 12b also represents use of the
track parameters stored by block 1282 of FIG. 12f for
the targets scheduled to be tracked during the next
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tracking sequence, and extrapolation of target position
parameters to the times when the track dwells are to be
executed. The extrapolated range and angle informa-
tion, and range rate are used by block 1254 to select the
PRF, pulse width and the number of pulses that will be
used to track each target.

From block 1254 of FIG. 125, the logic flows to a
block 1256, which represents the building of a track
contro} block for Timing Control Unit 58 of FIG. 3.
Block 1256 converts the extrapolated parameters into
digital words and merges them with control words,
which, when acted upon by TCU 58, cause the radar to
execute the sequence of operations necessary to cause a
tracking beam to be radiated in the direction of the
target in order to measure the target position, and other
parameters. Block 1256 concatenates all such parame-

ter/control words for all the tracking dwells scheduled -

to be executed during the next track sequence, and
stores the resulting block of information in memory for
use by the software that manages the /0 queues as
described in conjunction with FIG. 12f. The track con-
trol block includes information relating to the track
pencil beams to be generated, the number of pulses and
the PRF, the buffer address sequence for block 62 at
FIG. 3, the transmit pulse width, the transmit fre-
quency, the pulse code, the attenuator settings, the start
and stop values of instrumented range, the polarization
settings, the detection threshold control parameters and
the target track number for each scheduled track dwell.
From block 1256, the logic flows by way of logic node
5 to the logic flow of FIG. 12f, described below.
When decision block 1220 of FIG. 12a decides that a
weather scan is to be performed, the logic is directed by
wa of logic node 2 to the logic flow of FIG. 12e. The
weather surveillance scans are allocated dwell time
during each scheduling frame such that a scan is com-
pleted after some period of time much longer than the
nominal 5 second frame time. For example, the wake
vortex surveillance function may be chosen to repeat
once every 60 seconds. and the weather mapping func-
tion may be chosen to repeat once every 300 seconds.
Therefore, in this example the weather scan is always
scheduled and executed, even immediately after com-
pletion, in order to provide a continuously repeating
weather surveillance scan. The Weather Scan Comple-
tion pointer indicates which dwells in 2 pre-stored se-
quence have been completed and which are yet to be
executed. In FIG. 12¢, a decision block 1270 examines
the WEATHER SCAN COMPLETION pointer, and
determines if the weather scan has been completed. If
not, the logic leaves decision block 1270 by the NO
output, and arrives at a block 1274. If the WEATHER
SCAN COMPLETION pointer indicates that the
weather scan has been completed, the pointer is reset to
a value of 1 in logic block 1272 before arriving at block
1274. This causes subsequent logic to begin the next
weather scan immediately. Block 1274 represents the
_ building of the next weather scan parameter block for
use by TCU 58 of FIG. 3. From block 1274, the logic
flows to block 1276. Block 1276 represents increment-
ing of the WEATHER SCAN COMPLETION
pointer. The weather scan completion pointer is incre-
mented by an amount that causes it to indicate which
dwells in the pre-stored sequence of weather surveil-
lance dwells have been scheduled and/or executed, and
which dwells are yet to be scheduled and executed
during the current weather surveillance scan. From
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block 1276, the logic proceeds by way of logic node 5 to
the logic flow of FIG. 12/, described below.

Block 1278 of FIG. 12frepresents logic for placement
of the most recently constructed control block on the
control queue for subsequent DMA transfer to TCU
block 58 of FIG. 3. Block 1278 first indexes each dwell
in the parameter/control block with a unique index
code that advances by a fixed amount from one dwell to
the next. The dwell index is advanced without regard to
parameter/control block boundaries, and continues to
increase to a pre-defined maximum value, at which
point it is reset to a pre-defined initial value, and the
indexing sequence is begun again. The dwell index is
used by the radar to keep a record of all dwells sched-
uled and executed and is returned by TCU block 58 in
the dwell execution status portion of the TCU message
to the RCC block 78 in order to enable the RSCP logic
to synchronize construction of parameter/control
blocks and radar dwell execution. From block 1278 the
logic enters block 1280 of FIG. 12/, in which the next
incoming message from DP block 72 (FIG. 3) is re-
moved from the first-in, first-out (FIFO) data block
queue and subsequently processed in block 1282. Block
1282 represents programming and routines, of the gen-
eral type well known in the art, which are necessary to
calculate the positions of new targets, to calculate mea-
surements from track reports and to filter and update
each track file with its new measurements, to extrapo-
late deferred and nondetected tracks, and to identify
targets requiring dedicated track and to identify maneu-
vering targets, and to store the updated results. The
updated results are subsequently used by the track
scheduling program logic in ¥IG. 12b. The program
flows from block 1282 to block 1284, which represents
acquiring current time and dwell creation status from
the TCU message queue. From block 1284 the logic
flows to a decision block 1286 where the program
checks the current time and dwell execution status
against the end time of the last control block on the
control queue. If the time difference and dwell execu-
tion status indicate that the next control block must be
buiit in order to maintain a steady control stream, the
program exits decision block 1286 via the YES output
to return to the main path of FIG. 124 via logic node 6.
A steady control stream is highly desirable since it
makes most efficient use of the radar apparatus, i.e.
there is no significant time gap in the sequence of com-
manded T/R operations during which the radar appara-
tus would remain idle. Otherwise, the logic flows from
the No output of decision block 1286 to block 1280.

F1G. 13 is a simplified block diagram of a portion of
the processing which might be included in DSP block
68 of FIG. 3 for prior-art range sidelobe reduction. In
FIG. 13, an I+jQ signal from the complex analog-to-
digital converter in block 62 is applied by way of an
input port 1310 to a pulse compressor illustrated as a
block 1312. The input I+ jQ signal is desirably in digital
form, but may be analog, and represents a sequence of
pulses reflected from the target at one pencil beam
position. Pulse compressors are known in the prior art
and may be implemented, for example, by a surface
acoustic wave (SAW) filter matched to the transmitted
puise code in an analog system before the downconver-
sion to baseband 1+ jQ, or as a processor in a digital
system. The output of pulse compressor 1312 is a rela-
tively short-duration pulse with unwanted range side-
lobes. A range sidelobe suppressor 1314 acts on the
compressed pulse to reduce the range sidelobes. Range
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sidelobe suppressor 1314 may be implemented as a fur-
ther processor operating upon digital 1+ jQ baseband
signal. Such a processor is designed on the assumption
of zero doppler shift. As in the case of the pulse com-
pressor, range sidelobe suppression, based upon the
same assumption of zero doppler shift, may instead be
applied by a further SAW filter in the analog portion of
the radar receiver before conversion to digitized base-
band I+ jQ. However, such an approach is not Doppler
tolerant and represents prior art over which the em-
bodiment is an improvement. The compressed, sidelobe
reduced pulses are applied from suppressor 1314 to a
bank of narrow-band Doppler filters illustrated together
as a filter bank 1316. Each filter element of bank 1316
responds to a particular narrow frequency band f, f3, f3.
. . fm, thereby separating the incoming signal into a
plurality of frequency bins, the frequencies of which
depend upon the Doppler frequency attributable to the
radial velocity of the target. FIG. 16 illustrates a base-
band spectrum f) and additional spectra f3, f3, fs. . . fm,
which together represent the output signals from filter
bank 1316. An echo having a given Doppler shift pro-
duces a substantial output from only one filter output.
For best velocity selectivity. the bandwidths of filter
elements fy, {2, f3. . . fy of filter bank 1316 of FIG. 13 are
narrow, in the range of a few Hertz or less. The bank of
Doppiler filters represented as block 1316 may be imple-
mented by a signal processor performing a discrete
Fourier transform (DFT) by means of a fast Fourier
transform (FFT) algorithm. The output of each filter is
a range trace which is the sum of a sequence of Doppler
filtered range traces. A particular filter output, there-
fore, represents target echoes having the particular
Doppler frequency shift corresponding to its center
frequency, and a small range of Doppler shifts about
that cznter frequency, which depends upon the band-
width of the filter. The output of each filter is coupled
to a corresponding amplitude detector 1318z, 13185,
1318¢. . . 1318m, to generate signals which, when ar-
rayed, can be sorted according to the velocity of the
target by selecting the appropriate detector output.
Within each Doppler frequency bin, the target range is
known from the time of arrival of the signal.

As mentioned, the pulse compression in block 1312 of
FIG. 13 gives rise to range sidelobes, which are in the
form of amplitude responses representing times other
than the actual time of the return from the target in
question, and thus represent other possible ranges. This
introduces a range ambiguity. It has been discovered
that the range sidelobe suppression represented by
block 1314 may provide substantial range sidelobe sup-
pression for certain phase shifts attributable to the Dop-
pler frequency shift, and less suppression at other phase
shifts. Thus, the prior art range sidelobe suppression can
be optimized for a particular value of radial velocity of
a target, but provides less suppression at other veloci-
ties.

The quantity which controls the sensitivity of the
range sidelobe suppression is the product of the uncom-
pressed transmitter pulse duration and the Doppler
frequency shift. The product may be measured as the
Doppler phase shift over the uncompressed pulse dura-
tion, herein termed “Doppler phase variation” ¢pr
herein, represented by

&py=27 f4T, (radians) (6)

where
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f4 is the Doppler frequency shift in Hertz; and

T, is the uncompressed pulse duration in seconds.

In accordance with an embodiment of the invention,
range sidelobes are suppressed by a technique which
includes separating the sequence of target echoes or
pulses into a plurality of Doppler or frequency *‘bins”,
and applying range sidelobe suppression to each bin
separately.

FIG. 14a is a simplified block diagram of a processor
according to an embodiment of the invention. Elements
of FIG. 14a corresponding to those of FIG. 13 are
designated by like reference numerals. The processor of
FIG. 14¢ uses a plurality of range sidelobe suppressors
13284, 13285, 1328¢. . . 138m, one of which is associated
with each Doppler filter element of Doppler filter bank
1316. It would be possible to make each range sidelobe
suppressor with different filtering parameters to opti-
mize the range sidelobe suppression for the center fre-
quency of the associated Doppler filter element. This
would substantially improve the overall range sidelobe
suppression, because the range of frequencies at the
output of each filter is small, on the order of a few
Hertz. This may represent a small percentage of the
center frequency of the filter. Thus, each range sidelobe
suppressor may be optimized at one frequency, and its
performance will not be excessively degraded by the
small phase shifts attributable to a range of frequencies
which is a small percentage of the optimized frequency.
To avoid the need for different suppression parameters
in each of the range sidelobe suppressors so that identi-
cal suppressors may be used for cost reasons, the filtered
output signal from each filter element of filter band 1316
(except the lowest-frequency filter element f}) is con-
verted to a2 common frequency range. A suitable range
is the “baseband’ range of filter element f}, which may
for example be the range extending from zero Hertz to
a few Hertz. In FIG. 144, the output from filter element
fy of filter bank 1316 is applied directly to a Zero Dop-
pler Sidelobe Suppressor (ZDSS) 14284, because the
output frequency range of filter element f) is already at
baseband, and therefore no conversion is necessary. The
outputs from all the other filter elements 5, f3. . . f,, are
individually applied to multipliers 1420 for converting
each filter output to baseband. For example, filter ele-
ment > of filter bank 1316 has its output connected to a
first input port of a multiplier 14205. Multiplier 1420b
has a second input port coupled to an oscillation source
(not illustrated in FIG. 14a) of signal

exp(—2afokro)hk =0, 1, ...

where
f> is the center frequency of the corresponding filter
element of filter bank 1316,

7o is the range sampling period, and

k is the integer time index.

The oscillator frequency is thus the negative (i.e.,
same absolute frequency but 180° out-of-phase) of the
center Doppler frequency at which the corresponding
filter element of filter bank 1316 is centered. For exam-
ple, the oscillator signal exp(—j2rf3k7,) applied to mul-
tiplier 1420¢ is the negative of frequency f3 at which
filter element f3 of filter bank 1316 is centered. Any
initial phase shift associated with the oscillator signal is
unimportant, because eventually only the magnitudes of
the Doppler channel signals are used. Essentially, the
output signals of the individual elements 5, f3. . . f, of
Doppler filter bank 1316 are heterodyned by multipliers
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1420 to be centered at zero frequency, whereupon iden-
tical zero frequency Doppler range sidelobe suppres-
sors (ZDSS) 1428 may be used. For example, ZDSS
14284 is coupled 1o filter element f}, and provides base-
band range sidelobe reduction; ZDSS 14285 is coupled
to the output of multiplier 14206 for receiving there-
from filtered signals originally at f> but downconverted
to baseband, and suppresses sidelobes in the baseband
signal. The process of downconversion is illustrated
generally in FIG. 16, in which filtered signals at fre-
quencies f5. .
multiplying processes represented by arrows 1612,
1613, 1614, . . . 161m. Each of the other ZDSS 1428c. .
. 1428m also receives signals downconverted to base-

band. Thus, all ZDSS are identical. The outputs of

ZDSS 14284. . . 1428m are applied to detectors 1318a. .
. 1318m, respectively.

FIG. 145 illustrates a tapped delay line or transversal
filter of the type known as a “finite impulse response”
(FIR) filter, because a change in the input causes a
change in the output which extends over a finite time.
The FIR filter of FIG. 145 may be used as any range
sidelobe suppressor 1428 in the arrangement of FIG.
14a. For definiteness, the structure of FIG. 145 repre-
sents zero Doppler sidelobe suppressor (ZDSS) 142856
of FIG. 14a. As illustrated, ZDSS 14285 includes a
delay structure 1440 which receives signal at its input
port 1442 and causes the signal to propagate to the
right, past taps illustrated as nodes 1444a, 1444b. . .
1444n. The temporal spacing between adjacent taps
equals range sampling period 7,. The delay structure
may be a shift register. Each node 1444 is coupled to a
tap weight multiplier illustrated by triangular symbols
1446a, 1446D. . . 1446n. The weighted, delayed signals
from multipliers 1446 are applied to a combinatorial
summer (2) 1450 for producing the desired filtered or
range sidelobe suppressed signals. The summed signals
are applied from the output of summer 1450 to detector
1318 of FIG. 14a. The number of taps, and the weights
to be applied, are readily calculated for each filter in
known manner, as described below.

- FIG. 15a is a simplified block diagram of an embodi-
ment of the invention which is better suited to larger
Doppler frequency shifts and/or larger duration-band-
width products than the structure of FIG. 14a4. Ele-
ments of FIG. 15a corresponding to those of FIG. 14
are designated by like reference numerals. In FIG. 15a,
the I+jQ signal, representing the complex envelope of
the radar echo, plus whatever receiver noise is com-
bined with the echo, is applied by way of port 1310 to
Doppler filter bank 1316, without being pulse-com-
pressed. Filter bank 1316 separates the signal into fre-
quency bins, and applies the signal in each bin to a
separate processor 1528, which performs the functions
of both pulse compression and range sidelobe suppres-
sion. As with the arrangement of FIG. 14a, the output
from the lowest-frequency bin, namely the fj bin, is
applied directly to its associated processor 1528a, with-
out a multiplication or frequency conversion. The out-
put signals from filter elements f; though fn, are individ-
ually applied to a corresponding multiplier 1420. For
example, the output port of filter element f3 of filter
bank 1316 is applied to an input of a multiplier 1420c¢.
Multiplier 1420c also receives from a source (not illus-
trated in FIG. 15q) an oscillation signal exp(—j2#7fik7,)
which is the negative of the center frequency of fiiter
element f3. As described above, this has the effect of
converting the signal output of filter element f3 to base-

. fm are converted to baseband by the .
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band. The output signals of each of the other filter ele-
ments of filter bank 1316 (except filter element fi) are
similarly processed, with the result that all the filter
element output signals are converted to baseband sig-
nals with a bandwidth corresponding to that of the filter
element. As mentioned, the bandwidth is small, on the
order of a few Hertz or less.

FIG. 15b is a simplified block diagram of a signal
processor 1528 which may be used in FIG. 15a. Fof
definiteness, FIG. 15b represents pulse compression and
range sidelobe suppressor processor 1528¢ of FIG. 15a.
In FIG. 155, processor 1528¢ includes a cascade of two
FIR fiiters 1530, 1560. Downconverted signals from
multiplier 1420c of FIG. 15a are applied to the input
port 1540 of a delay line (analog) or shift register (digi-
tal) 1540, which allows the signals to propagate to the
right. A set of taps 1544a, 1544b. . . 1544 spaced by 7,
the range sample interval, samples the propagating sig-
nal and applies the samples to a set of multipliers 1446
which weight the samples. A combinatorial summing
(Z) circuit 1550 sums the weighted signal samples to
produce an intermediate filtered signal on a data path
1552. The intermediate signal is applied by way of data
path 1552 to a second FIR filter 1560, which is structur-
ally similar to filter 1530, but may have different delay,
number of taps and weights. Filter 1560 produces a
pulse compressed, range sidelobe suppressed signal on a
data path 1562 for application to corresponding magni-
tude detector 1318¢ of FIG. 15a. Since filters 1530 and
1560 of FIG. 15b are linear, they may be cascaded in
either sequences, filter 1530 may provide pulse com-
pression and filter 1560 may provide sidelobe reduction,
or vice versa. Also, as is well known in the art, the
functions of filters 1530 and 1560 may be combined into
a single filter. The salient requirement is that the range
sidelobe reduction function be provided individually for
the signal component in each frequency bin. When this
requirement is met, the range sidelobe suppression can
be optimized for each frequency increment, and the
suppression can be maintained.

The general scheme of matched filtering (i.e., pulse
compression) and range sidelobe suppression is de-
scribed in conjunction with FIG. 15a. The combination
of pulse compressor and range sidelobe suppression
follows each of the complex multipliers. Since each
complex multiplication removes the residual doppler
phase shift across the uncompressed pulse, no residual
doppler phase shift remains on the uncompressed pulse.
Each pulse compressor and range sidelobe suppressor is
a zero doppler design. All of the pulse compressor and
range sidelobe suppressors are therefore identical.

Mathematical support for the embodiment of the
invention described in relation to FIGS. 14, 15 and 16
can be analyzed as foliows. Concentrating, for the mo-
ment, upon one output of the FFT Doppler filter bank
1316 of FIG. 15a, this output will consist of a sequence
of complex numbers representing discrete time range
samples at a range sampling period designated 7,. This
sequence is denoted by

pkro), k=0,1,2,...;5=0,1,..., M-1
where k is the integer time index and s indexes the vari-
ous Doppler filter outputs. We can also say that s in-
dexes the several Doppler frequencies to which filter s
is tuned. The complex sequence p(kro) is then multi-
plied in a multiplier 1420, as described, by the complex
exponential ’
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expl —j2nfkto) 0]
implying that pgkrp) is the discrete time output of the
filter tuned to Doppler frequency +f5. The resulting
complex valued, discrete-time sequence may be written
as

xsbk)=pdkroexpl — 2mfk70) ®

The next step is to operate upon xgk) to produce

pulse compression (i.e., matched filtering). Let the sig-
nal component of x{k) be denoted by a(k):

atk)=signal component of x{k), k=012, ..., N-—1 9
This says that a(k) has duration N7,. The matched filter-
ing process consists of convolving x4{k) with the conju-
gate time reversal of a(k). The resulting output of the
pulse compressor is denoted by y(k):

N-1 . 10)
wk) = 20 Xk)a* (N — 1 -k + @)
g=

where:

q is the index of summation; and

a* is the complex conjugate of a.

The output y(k) of the pulse compressor includes a
signal component b(k) and an unwanted noise or inter-
ference component. One method for producing the
compressed pulse b(k) is by means of tapped delay line
filter or transversal filter 1530 illustrated in FIG. 15b.
The signal is delayed by a delay line 1540. The weights
a.*, aj, ..., an.|* are the complex values associated
with weighing elements 15464, 15465, 1546¢. . . 1546,
respectively, so that the particular value of signal pass-
ing through weighting element 1546a of FIG. 155 is
multiplied by a,*, the signal passing through weighting
element 15465 is multiplied by a;*, etc. Thus. the pro-
cess is one of a multiplicity of complex multiplications
and complex additions to produce y(k) on data path
1552.

The next process illustrated in FIG. 154 is that of
range sidelobe suppression, provided by transversal
filter 1560 of FIG. 15B.

The signal component of y(k) is denoted by b(k}):

b(k)=signal component of y(k)

N1 an
k) = qéo a@u*N -1 -—k+¢q

It is the signal component b(k) for which range sidelobe
suppressor 1560 is optimized. The weights or multipli-
ers f(k) are determined by the particular criterion of
sidelobe suppression. Such criteria may include: (a)
minimization of the largest sidelobe magnitude; (b) min-
imization of the integrated squared sidelobes; and (c)
zeroing the sidelobes in a specified range interval
around the main lobe.

The latter two criteria (b) and (c) are particularly
applicable in an extended clutter environment. Further-
more, it is particularly applicable to the weather map-
ping function and to microburst and clear air vortex
detection.

The signal component b(k) as given by equation (11)
will be real if the incoming Doppler frequency exactly
matches the design Doppler of a particular Doppler
filter, because the mixer with the complex exponential
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multiplier will remove residual Doppler phase shift
except for an initial phase that is of no consequence for
further processing. If the Doppler shift of the signal
does not exactly match the particular Doppler filter of
filter bank through which it passes, b(k) will be com-
plex, and the sidelobe suppression for that Doppler
channel will not be as perfect as if the filter and the
signal were matched. However, the deterioration of the
range sidelobe suppression will be relatively small, be-
cause the frequency separation between the Doppler
filters is small, so any input to the Doppler filter bank
will be nearly matched by one of the filters.

The selection of the sidelobe suppressor weights
using the criterion of minimization of the integrated
squared sidelobes is based upon the principles described
by S. Treitel et al., “The design of high resolution digi-
tal filters”, IEEE Transactions Geoscience Electronics,
Vol. GE-4, pp- 25-38, June 1966, to produce a formula
for determining the coefficients or weights of the side-
lobe suppression filter.

The following definitions apply.

f(k)=tap weights of the sidelobe suppression filter,

k=0,1,...,M—1

b(k)=the noise free compressed pulse input signal

sequence to the sidelobe suppression filter k=0, 1,
..y N—-1;

d(k)=desired output sequence from the sidelobe sup-
pression filter, k=0, 1, .. ., M+N;-2;

the quantity r(k—s) is computed as follows

M+Ni=2 (12)

nk —3) = z g — 9)b*g — k)

g=0

where M is the number of taps in the sidelobe
suppression filter; and
N, is the length of the output sequence from the
matched filter so N;=2N.
Compute the quantity g(k) as follows:

M+N -2 (13)
glk) = 3 dig)b*(g — k)
g=0
Define the vectors f and g as follows:
JT=[R0), A - ., AM=1) (14)
gT=[2(0). g(1), . . ., gM—-1)] (15)
Define the MxM matrix R as follows:
_ ae
H0) (1) ™(2) M- 1)
1) n(0) (1 "M —2)
n2) A1) HO) )., (M= 3)
R =
[ AM — 1) AM -2 AM-3) L) J
The solution for the ;veight vector f is:
f=R-1g an

The definitions above allow the quantities to be com-

~ plex. However, if the sidelobe suppressor is to be de-
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signed for the zero Doppler case, all the quantities will
be real.

The one guantity not yet defined completely is the
desired output sequence d(k). Since the desire is to
suppress only the range sidelobes and not the main
range lobe, d(k) is the same as b(k) over the duration of
the main lobe. For weather mapping and related func-
tions, it is desirable to preserve the main lobe so that all
of the scatterers or targets within the resolvable volume
contribute to the echo. In other words, the inherent
resolution of the transmission is preserved and no at-
tempt is made to make it finer. This tends to produce
minimal loss in the signal to noise ratio.

With the above in mind and presuming that M+ Njis
even, define the sequence d(k) as follows:

dK)y=blk)k=(M+N1—2)/2; £1, 2, ... ,*ng
d(k)=0, otherwise

if M +N) is odd, the condition is easily modified. The
number ng indicates that ng values on either side of the
central peak are nonzero. The value 2n,+1 is equal to
the nonzero extent of the main lobe of the compressed
signal waveform measured in the number of sequence
points.

The other criterion considered for sidelobe reduction
1s that of zeroing a specified range (i.e., time) interval
around the main lobe and letting the range sidelobes be
unspecified elsewhere. An article by E. L. Key et al.
entitled “A method of side-lobe suppression in phase
coded pulse compression systems”, Tech. Report 209,
MIT Lincoln Lab., 28 Aug. 1959 describes the zeroing
of a specified range in this manner in the context of
Barker biphase coded sequences.

To be more general than Key et al., the desired out-
put d(k) is defined slightly differently from the defini-
tion in equation (18). Set

(18)

(19)

diky = MKk)L.(M + NW2—~1-~n,5k=
M N2 -1+ n,
M+ N
= 0.0§k§—2-—2—n0;(_w+f\'|)/2+

ne = k=M-_-1

d(k) is unspecified for the other M + N values and is left
free for those values. In other words, in equation (18),
the desired output d(k) is to be zero everywhere outside
the main lobe. In equation (19), we do not care what the
output is outside the specified intervals.

Now define the following matrix and vectors. The M
XM matrix B whose element B(i,q) is given by

N -1 .
B:Bi, g) = b f-Fl—q

The M component vector d whose k-th component
d(k) is given by (19).

The M component vector f, defining the M weights
of the sidelobe suppression filter, whose k-th compo-
nent is f(k).

Then the solution for the f(k) is the solution of the
matrix equation.

(20

‘f=B" (¥1))

The above discussion is general in the sense that the
range sidelobes need not have shapes and structure that
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are related to the shape of the main lobe. However, as
mentioned earlier, in some instances the sidelobes are
displaced and reduced versions of the main lobe. This is
particularly true in the case of polyphase sequences and
binary phase sequences in which the dwell at each
phase defines a chip interval. In such cases, the sidelobe
suppression filter taps and some of the pulse compres-
sion filter taps need not be as densely spaced as the
range sampling period 7, The tap spacing need only be
equal to the *‘chip” or subpulse duration 7 when the
sidelobes are displaced, reduced-amplitude versions of
the main lobe. Signals having this property consist of
subpulses or *“‘chips”, each of which is a simple single-
frequency subpulse. The subpulses are distinguished
from one another by their phase, which changes ac-
cording to a phase sequence pattern or law. For such
waveforms, the matched filters may take on the form
illustrated in FIG. 15¢. In FIG. 15¢, elements corre-
sponding to those of FIG. 15b are designated by the
same reference numerals.

In FI1G. 15¢, pulse compression filter 1530 is seen to
consist of the cascade of two separate transversal filter
portions 1530a and 1530b. Filter portion 1530¢ is
matched to the form of the subpulse, and filter portion
153054 is matched to the subpulse-to-subpulse pattern or
phase sequence of the set of subpuises. The spacing
between taps on subpulse-matched filter portion 1530a
is the range sampling period or interval 7,. The spacing
between taps on pattern-matched filter portion 15305 is
the subpulse spacing 7, which is larger than the range
sample spacing 7p. Range sidelobe suppression filter
1560 of FIG. 15¢ also has its tap spacing equal to the
subpulse spacing 7.

In FIG. 15¢, the number of taps associated with sub-
pulse-matched filter portion 15304 is Ny, i.e. Na—1 plus
the tap numbered zero, and those taps are spaced in time
by range sampling interval 7, Similarly, pattern-
matched filter portion 15305 has N3 taps separated by
subpulse spacing 7, where 7 is an integer multiple of 7,.
Range sidelobe suppression filter 1560 of FIG. 16¢ has
M2 taps, also spaced 7.

The output of the pulse compression filter 1530 is the
time sampled version of the signal time autocorrelation
function b(t). That is, the signal component is the time
sampled version of the compressed pulse. This time
sampled version is labeled

rro)r=0,1,..., 2QN3—-1) 7/7, 2)
The time extent of b{r7,) is 2N37. This is the input to
range sidelobe suppression filter 1560.

The weights or weighting functions associated with
pattern matched filter 15305 are the conjugate time
reverses of the pattern of cos 6,, where 6, is the pattern
of phase changes in the transmitted waveform.

The large sidelobe suppression filter 1560 has tap
weights f(k), k=0, 1, ..., M2—1. The value of M>, the
number of taps on the range sidelobe suppressor, is
controlled by a compromise between complexity (value
M, the number of taps) and the amount of sidelobe
suppression.

The design equations for the weight values f(k) of the
range sidelobe suppression filter are similar to those
given above for the general case. Let the weight vector
f have the M2 components as follows:

S IR0)L AL, ..., AM2—1)] 23)
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A matrix B and a desired output vector d are defined
which depend on the particular criterion to be used.
The pattern matched filter coefficients are given by

a* (Ni—1—k). k=0,1.2,...,N3—1 24)
The actual pattern of phase changes is given by
a(k). k=0.1...., N3~1 (25)
The output compressed pattern is given by
Ni—1 (26)
bkr) = qﬁo AN — L —k+ g k=01...,2N3 — 1

When the sidelobes are displaced, reduced versions of
the main range sidelobe, the weight vector f given in
equations (17) and (21), remain the same, but somewhat
different interpretation and given to the quantities in-
volved. The letter M3 is used to denote the number of
taps on the sidelobe suppression filter for the polyphase
or binary phase sequence condition. The desired output
sequence d(k) will again be determined by the particular
criterion for sidelobe suppression. For the criterion of
minimum integrated squared sidelobes, as used by Trei-
tel et al, the following definitions apply:

ftk)=tap weights of the sidelobe suppression filter,

k=G, 1,...,M>—1;

blkT)=b (rkrg). k=0, 1....,2N3— 1.

where b(rr,) is defined above
d(k)=desired output from the range sidelobe sup-
pression filter. k=0, 1, ..., 2N3+M>7-2=

X

We note that b(kT) is simply the compressed pulse eval-
uated at multiples of 7, the chip or subpulse duration.
Since d(k) is the desired output of the range sidelobe
suppression filter, it is the convolution of f(k) and b(k7).
The number of elements in the range sidelobe suppres-
sion filter, therefore, is one less than the sum of the
number of elements in f(k) and b(k7). The quantity
r(k—s) is computed as follows:

(Mhkr). k = M3/2 + Ny — 1
0. otherwise)

Mr+2N3—-2 7
Ak — 5y = 20 b*(gr — kT) blgr — sT)
The quantity g(k) is computed as follows:
My+2N1-2 (28)
&lk) = b3 dgb*(gr — k)
g=0
The vectors f and g are defined as follows:
ST=[0. AD. ... . AM2-1)] 29)
87=[g00). g(1). . .., g(M2—1)] (0

the My by M3 matrix R is defined as:

R= (€))
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-continued
" O 6)) ) My — 1) ]
1) r0) (1) (M2 - 2)
n2) 1) ~0) ™1 My - 3)
L"(Mz - 1) AM; —2) rM; ~ 3) ~0) |

The solution for the weight vector f is:

f=R"lg @D

For the criterion used by Key et al., a specified num-
ber of rang sidelobes are to be suppressed completely to
zero around the main lobe of the compressed pulse.
Define the M by M; matrix B whose element b(i,q) is
given by

B: B(,9)=b({N3-1+i—qg]7r); iq=01, . . . ,
M>—1(32) Define the M; component vector d whose
k-th component, for k=0, 1, ..., M.—1, is given by

d: d(k) (33)

0. k== (My — N2
b (N3 + M2)7/2), k = (M2 — 1)/2

The M components of d are d(0), 4(1), . . . ,
d(M;—1). Define the M; component weight vector
whose components, as before, are the tap weights to be
used in the range sidelobe suppression filter:

S=IR0)AD). ..., AM;—1)] (34)
Note that d(k) is unspecified for the remaining values of
the output of the range sidelobe suppression filter and is
left free for those values.

With these definitions, the solution for the M, compo-
nent vector f, whose components are the multiplier
weights of the sidelobe suppressor, is given by

f=B"1d (35)
Thus, selection of polyphase or binary phase sequences
may result in reduction of hardware by reducing the
number of taps, and/or speeding of the signal process-
ing by reducing the number of operations to be per-
formed.

As described above, the range sidelobe suppression
filter has taps that are separated by a subpulse duration
when the transmitted signal waveform is a binary phase
or polyphase sequence. Particular classes of binary
phase sequence are the Barker sequences and the pseu-
dorandom sequences. The pseudorandom sequences
permit much freedom in making a choice of sequence
length, while it is frequently necessary to concatenate
Barker sequences to get long sequence lengths. Barker
sequences are restricted to lengths 2, 3, 4, §, 7, 11 and
13. To get, for example, a sequence of length 65, one
could concatenate 5 sequences of length 13 arranged in
a particular pattern. Although the sidelobe structure is
not as simple as that of a single Barker sequence, we
have found that better suppression of sidelobes is ob-
tainabie with concatenated Barker sequences than with
other forms of binary phase sequences, such as pseudo-
random sequences of similar length. That is, a given
complexity of sidelobe suppression filter will yield bet-
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ter sidelobe suppression of a concatenated Barker se-
quence than of a pseudorandom sequence of the same
length.

As shown in FIG. 15¢, and described above, the pulse
compression for biphase and polyphase sequences may
be considered as the cascade of a filter matched to a
single subpulse and a filter matched to the pattern of
phase changes. In most circumstances, the doppler
phase shift across a subpulse is very small and is negligi-
ble. In such circumstances, the subpulse matched filter
may be placed before the doppler filter bank as illus-
trated in FIG. 154. Thus, one subpulse matched fiiter
will serve for all doppler frequency shifts. Since only
one subpulse matched filter is needed, it may be placed
anywhere before the doppler filter bank, including in
the analog portion of the receiver, as an analog filter. As

10

15

an analog filter, it may take many forms, including a -

surface acoustic wave (SAW) device.

The method of pulse compression and range sidelobe
suppression are illustrated in an embodiment of the
invention as being accomplished by time domain filters
in the form of transversal filters. The same task or tasks
may be accomplished in the frequency domain by oper-
ating in the frequency domain rather than in time do-
main. This is done by Fourier transforming the impulse
responses of the time domain filters, and using the com-
plex frequency components so obtained as complex
multipliers which multiply the frequency components
of the guantities to be filtered, and then inverse trans-
forming the products back into the time domain. The
frequency components of the quantities to be filtered
are obtained by means of discrete time Fourier transfor-
mation of those quantities. Such a discrete time Fourier
transform may be accomplished by a discrete Fourier
transform (DFT) algorithm. The inverse transformation
back to the time domain is performed by an inverse
DFT.

Other embodiments of the invention will be apparent
to those skilled in the art. In particular, the antenna
array broadside direction may be tilted to an elevation
angle other than 15°. While a single internal antenna 28
is illustrated as being associated with each TR module
26 in FIG. 2, two internal antennas may be used, one for
receiving from the central feed those signals represent-
ing transmitted signal in a transmitting mode and possi-
bly local oscillator signals in a receiving mode, the
other for coupling the received signal, or frequency-
converted received signal, toward the central feed in a
receiving mode. While antenna arrays 18 are illustrated
as being planar in FIG. 2, the inner surface 34 may be
curved, with a radius of curvature centered on central
feed 30, in order to match phases of the signals received
by inner antenna elements 28. Central feed horn 32 may
be replaced by any antenna element or array which
produces the desired radiation pattern. Elemental an-
tennas 22 and 28 of FIG. 2 may be linearly, elliptically
or circularly polarized, or polarization controllable, as
. appropriate.

While a space feed for each array antenna has been
described, those skilled in the art know that a con-
strained or “‘corporate™ feed may be used as well, for
either single-plane scanning (single-axis) or for scanning
in two orthogonal planes (dual axis), as described at
page 18-19 in “Radar Handbook”, second edition, ed-
ited by Skolnik, and in Sherman “Monopulse Principles
and Techniques”. If monopulse techniques are used
with the invention, those skilled in the art know that
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sum and difference receiver channels must be provided
for each axis for accurate and timely angle estimates.
While the beam direction has been described as pro-
cessed in terms of azimuth angle ¢ and elevation angle
@, it is possible to control each antenna face in terms of
radial angle away from the boresight, and clock position
about the boresight, as for example 5° off boresight at 3
o’clock (90° from vertical).
As described, the radar system “scans” volume by
sequentially switching among or accessing beams at
predetermined locations. In principle, the beams could
continuously scan among the desired positions to ac-
complish the same result.
Other variants obvious to those skilled in the art may
arise from different approximations. For example, the
scan loss may be estimated by equations other than
equation (2), or by equation (2) with different constants
and/or exponents, which inter alia will change the num-
ber of pulses being integrated at off-broadside angles.
Various technologies may be used to accomplish the
described functions. For example, while Monolithic
Microwave Integrated Circuits (MMIC) may be prefer-
able to hybrid or discrete circuits for use intransmit-
receive modules such as 26 of FIG. 1 because of cost -
and unit-to-unit repeatability, discrete or hybrid circuits
may be preferable if some particular parameter, such as
gain or bandwidth, is to be maximized. Similarly, both
analog and digital signal processing can be used in a
single radar system. With advances in technology, digi-
tal processing has been supplanting analog processing,
but the tradeoffs will from time to time favor different
divisions between analog and digital. Within the prov-
ince of digital signal processing, dedicated hardware or
general-purpose, software-controlled processing may
be used, with software control appearing to be gaining
ascendancy over hardware.
While the transmission and reception of “pulses” has
been described, those skilled in the art recognize that
the pulses may each include contiguous sub-pulses
which are variously coded, as by phase (including bi-
phase) modulation, frequency modulation, frequency
jump modulation, and the like.
What is claimed is:
1. A radar system, comprising:
controtlable signal generating means including a
pulse control input port, for generating pulses of
radio-frequency energy in response to pulse con-
trol signals applied to said pulse control input port;

controtlable array antenna means defining an azimuth
broadside direction, said array antenna means
being coupled to said signal generating means, and
including a beam direction control input port, for
generating pencil beams, the elevation and azimuth
angles of which are controllable in response to
elevation and azimuth components of beam direc-
.tion control signals applied to said beam direction
control input port;

beam direction control means coupled to said beam

direction control input port of said array antenna
means for generating elevation and azimuth com-
ponents of said beam direction control signals, for
controlling. said pencil beams to scan in discrete
elevation and azimuth angle increments over a
predetermined volume during recurrent volume
scan intervals;

PRF, beam multiplex, and pulse integration control

means coupled to said signal generating means and
to said beam direction control means, for generat-
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ing said pulse control signals to represent a pulse
recurrence frequency of said pulses radio-fre-
quency energy, which pulse recurrence frequency
is responsive to said elevation component of said
beam direction control signals, and for applying
said pulse control signals to said pulse control input
port of said signal generating means for causing
said signal generating means to produce a single
pulse of said radio-frequency energy during the
transmit portion of each of recurrent first and sec-
ond transmit/receive intervalis, and for causing said
beam direction control means to apply first and
second azimuth components of said beam direction
control signals to said beam direction control input
port of said array antenna means during said first
and second transmit/receive intervals, respec-
tively, said first and second azimuth components
being selected to direct said beam in first and sec-
ond spaced-apart azimuth directions, respectively,
and for, during each scan of said pencil beam over
said predetermined volume, controlling the total
number of said pulses of radio-frequency energy
generated by said signal generating means, and
applied to said array antenna means at each of said
discrete angle increments of said predetermined
volume in response to said pulse control signals,
such that the total number of said pulses of radio-
frequency energy generated at each of said discrete
azimuth angle increments during said scan of said
pencil beam over said predetermined volume is
responsive to the azimuth angle of said pencil beam
measured from said azimuth broadside; and

receiving means coupled to said array antenna means
for receiving echoes of said pulses of radio-fre-
quency energy, said receiving means including
pulse separating means for separating echoes re-
ceived during said recurrent first intervals from
echoes received during said recurrent second inter-
vals.

2. A system according to claim 1, wherein said PRF,
beam multiplex, and pulse integration control means
includes means for generating said pulse control signals
at a particular pulse recurrence frequency in response to
said beam direction contro} signals which direct said
beam at a particular elevation angle, and a pulse recur-
rence frequency which is lower than said particular
pulse recurrence frequency in response to said beam
direction signals which direct said beam at elevation
angles smaller than said particular elevation angle.

3. A system according to claim 1, wherein said PRF,
beam multiplex, and pulse integration control means
includes means for controlling the total number of said
pulses of radio frequency energy generated by said
signal generating means in response to said pulse con-
trol signals and applied to said array antenna means at
each of said discrete azimuth angles is a particular num-
ber relatively when said pencil beam is at an azimuth
angle far from azimuth broadside and is a lesser number
at an azimuth angle near azimuth broadside.

4. A system according to claim 1 further comprising
pulse duration control means coupled to said controlla-
ble signal generating means and to said beam direction
control means for, in at least one mode of operation of
said radar system, controlling the duration of said pulses
of radio-frequency energy in response to said elevation
component of said beam direction contro} signals.

5. A system according to claim 4, wherein said pulse
duration control means comprises means for controlling
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the duration of said pulses of radio-frequency energy to
be a particular duration when said elevation component
represents a particular elevation angle, and to be a
shorter duration than said particular duration when said
elevation component represents a larger elevation angle
than said particular elevation angle.

6. A system according to claim 5 wherein said means
for controlling the duration comprises quantizing means
for causing said pulse duration to be a first value over a
plurality of elevation angles, and a second value differ-
ent from said first value over a second range of eleva-
tion values different from said first.

7. A system according to claim 1 wherein said array
antenna means comprises:

a plurality of antenna elements distributed in said
array in a fashion which provides a greater density
of said antenna elements near the center of said
array than near the ends of said array to thereby
inherently provide a tapered amplitude distribution
when each of said antenna elements receives the
same amount of power from its associated amplifier
means;

a like plurality of solid-state amplifier means, each of
which is associated with one of said plurality of
antenna elements, and each of which includes an
RF input port and an RF output port,

a like plurality of phase-shifting means, each of which
is associated with one of said plurality of antenna
elements, and each of which phase-shifting means
includes a radio-frequency input port coupled to
said signal generating means for receiving said
pulses of radio-frequency energy therefrom, a
phase shift control input port coupled to said beam
direction control input port of said array antenna
means for receiving at least portions of said beam
direction control signals and for responding
‘thereto with a radio-frequency phase shift; and a
radio-frequency output port coupled to said RF
input port of the associated one of said amplifier
means, for coupling said pulses of radio-frequency
energy from said signal generating means to said
associated one of said amplifier means with a phase
shift determined by at least a portion of said beam
direction control signals; and

a like plurality of coupling means, each of said cou-
pling means being coupled to said RF output port
of one of said amplifier means and to the associated
one of said antenna elements, for coupling ampli-
fied pulses of radio-frequency energy from said
output port of each one of said amplifier means to
said associated one of said antenna element by way
of a path which includes no attenuator.

8. A method for radar detection of targets, compris-

ing the steps of: )

forming a pencil antenna beam which may be con-

trolled in elevation and in azimuth about an azi-
muth broadside direction;

generating pulses of radio-frequency energy at a
pulse recurrence frequency, and applying said
pulses for transmission by said antenna beam;

controlling said elevation angles and said azimuth
angle to scan said beam at discrete positions over a
predetermined volume of space during recurrent
volume scan periods;

controlling said pulse recurrence frequency of said
generation of pulses of radio-frequency energy to
be responsive to said elevation angle of said beam;



5,103,233

65

controlling said generation of pulses to produce a
single pulse during each of recurrent first and sec-
ond transmit/receive intervals;

controlling said azimuth angle during said recurrent
first and second transmit/receive intervals to be at
a first azimuth angle during said first transmit/-
receive intervals and at a second azimuth angle,
different from said first azimuth angle, during said
second transmit/receive intervals;

10

during any one volume scan period, generating and

transmitting, on each beam, a number of pulses
which is responsive to the azimuth angle of said
beam as measured from azimuth broadside.

9. A method according to claim 8, wherein said step
of controlling said pulse recurrence frequency further
comprises the step of controlling said pulse recurrence
frequency to be a particular frequency at a predeter-
mined elevation angle of said beam, and to be lower
than said particular frequency at an elevation angle of
said beam which is less than said predetermined eleva-
tion angle.

10. A method according to claim 9, wherein said step
of controlling said azimuth angle during recurrent first
and second intervals includes the step of selecting said
first and second azimuth angles such that, when the

" peak of said beam is at said first azimuth angle, un-
wanted signals at said second azimuth angle are re-
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ceived off-peak with a selected minimum relative atten-
uation.

11. A method according to claim 8, wherein said step
of generating and transmitting a number of pulses on
each beam includes the step of generating and transmit-
ting a particular number of said pulses of radio-fre-
quency energy when said azimuth angle of said beam is
at a predetermined azimuth angle from said azimuth
broadside, and a number of said pulses less than said
particular number when said azimuth angle is less than
said predetermined azimuth angle from said azimuth
broadside.

12. A method according to claim 8, wherein said step
of generating puises of radio-frequency energy com-
prises the steps of:

generating pulses of radio-frequency energy;

amplifying said pulses radio-frequency energy to

produce amplified pulses; and

coupling said amplified pulses to the elements of an

antenna array without an intervening step of atten-
uation.

13. A method according to claim 8, wherein said step
of generating pulses, in at least one mode of operation,
comprises the step of generating pulses of a particular
duration when said elevation angle is at a predetermined
angle, and of a duration shorter than said particular
duration when said elevation angle is larger than said

predetermined elevation angle.
* * * * %



