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COMPLEX MAXIMUM LIKELIHOOD
RANGE ESTIMATOR IN A MULTIPATH
ENVIRONMENT

1. FIELD OF THE INVENTION

This invention applies to binary-valued signal modulation
ranging systems in which the direct path signal competes with
one or more secondary path signals received at the ranging
receiver, all of which are processed through a relatively low
ratio center-frequency-to-bandwidth Intermediate Frequency
(IF) amplifier. Such band-limiting IF amplifiers cause phase
distortion, affecting the received signal transient response.
Phase correcting filters can be incorporated to compensate for
this distortion. In implementations, this is less than desirable
since there is an adverse economic impact associated with
such structures. This invention algorithmically solves the
problem of forming Maximum Likelihood (ML) estimates of
the direct and secondary path signal parameters in the case of
phase distorted signals, which is a preferred solution since
there is then essentially no economic impact. Alternatively, if
the IF induced phase distortion is ignored, the signal param-
eter estimates will be of inferior quality.

Ranging systems such as GPS (Global Positioning System)
use signals modulating identical carriers that are mutually in
phase quadrature. Receivers can detect such modulation
using phase lock loops tracking one or the other carrier phase.
With this modulation capability, it is possible to, in effect,
transmit ranging signal modulation on two separate channels,
although such advanced modulation systems have not yet
been described. Without considerations of receiver induced
phase distortion processing, these multi-channel ranging sig-
nals necessitate the use of the invention here described to
obtain best range estimation performance.

BACKGROUND

Ranging receivers generally are designed as superhetero-
dyne radios with one or more Intermediate Frequency (IF)
amplifiers. To suppress adjacent channel interference, these
IF amplifiers are provided with selectivity accomplished with
bandpass filters. Bandpass filters are conventionally charac-
terized by low and high cut-off frequencies, f; and fy,, respec-
tively, defining the bandpass half power response limits. The
difference between f,, and f; is referred to as the filter band-
width, B. The geometric mean frequency

VL

constitutes the filter’s center frequency, f,. . The ratio of the
center frequency to filter bandwidth,

fe

B

is often referred to as the filter Q-value. When graphed on a
linear frequency scale, there will be evidenced non-linearity
in the filter phase response. This gives rise to a non-uniform
group delay across the response band which affects the
receiver’s transient response. For a given bandwidth, Q
decreases (increases) as f. decreases (increases). Phase
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response non-linearity increases as the value of Q decreases
due to the increasing departure of . from the arithmetic mean
frequency

fM=#-

Ranging Receivers

The IF signals of ranging receiver’s are often translated to
base-band, employing what is referred to as an in-phase and
quadrature detector. These are a pair of detectors which use
the IF signal center frequency as a reference, generally
obtained from the output of a phase lock loop, to coherently
detect the IF signal. This is necessary in a ranging receiver to
permit an arbitrary received signal carrier phase and to obtain
best range estimation performance. Receiver’s so configured
are often referred to as coherent receivers. The effect of the IF
amplifier phase response non-linearity described above is to
cross-couple the in-phase and quadrature signals during sig-
nal change of state, a phenomenon which does not occur in
linear phase systems. FIGS. 1a and b illustrate the effect.

In ranging systems, signals with relatively large bandwidth
are preferred. Ranging accuracy improves as signal band-
width increases. For reasons of economy and parameter con-
trol in receiver embodiments, relatively low center frequency
IF amplifiers are preferred. These opposing attributes give
rise to ranging receiver embodiments, i.e., low Q, which
evidence the phase non-linearity described above. The sub-
ject of this invention is means to compensate for these effects
algorithmically.

In a multipath environment, the composite signal observed
at a ranging receiver antenna can be stated as

K (1)
Ho) = Z Agmy (1 = 1)8in2x(fe + vi (D) + ¢y ) + w(D),

k=1

where A, denotes the amplitude of the k”*=1,K component of
the signal received, mAt) denotes the transmitted signal
modulation, T, denotes the delay from the time of transmis-
sion of the k=1 K signal component modulation, . denotes
the signal carrier frequency, v(t) denotes the carrier Doppler
frequency shift (which is generally relatively slowly varying
over time) and is assumed here identical for all signal com-
ponents, ¢, denotes the phase of the signal carrier of the
k”=1,K component signal of the received signal, and w(t)
denotes zero-mean Gaussian white noise. More generally,
interference may also be received, but this is not pertinent to
the present discussion.

Assuming the carrier together with the Doppler shift are
tracked by a coherent detector phase lock loop, the detection
process described above will result in the complex-valued
base-band signal

a . @)
rapit)= )" Aum(t =T )e% + (o),
k=1

where n(t) denotes band-limited white Gaussian distributed
noise, complex-valued with uncorrelated real and imaginary
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parts n;and n, respectively, with identical power. Such noise
processes are often referred to as circular normal. Each signal
modulation function m(t-t,);k=1,K is identically subject to
both the band limiting and phase distortion effects of the
receiver [F amplifier. Due to the phase non-linearity of the IF
filter, the terms m(t—t,); k=1, K can be described by com-
plex-valued functions denoted here with real and imaginary
parts m,(t-t;) and m,(t-,);k=1,K, respectively. In the case
where the carrier Doppler shift for the several received signal
components is sufficiently different that they must be
accounted for, the base-band signal of eq. (2) can be aug-
mented with a Doppler term for each signal component, but
this is often unnecessary.

The components of the composite received signal ineq. (2)
are not enumerated in any particular order. For ease of dis-
cussion and without any loss of generality, let the parameters
of the direct path signal component be denoted with the
subscript k=1 and the secondary path signal components’
parameters with subscripts k=2, . . ., K. Because of the
geometry of signal propagation, the delays associated with
secondary path signals are never less than that of the direct
path signal.

Maximum Likelihood Estimation of Range

Each of'the signal components of eq. (2) have three param-
eters for which there is little to no a priori knowledge: ampli-
tude, delay, and carrier phase, and in a special case not dis-
cussed here, carrier Doppler shift. In ranging systems, the
focus is on the direct path signal delay, T,, constituting the
desired ranging information. An optimal, in some sense, esti-
mate of this parameter is sought. All the other signal param-
eters can be considered a nuisance in respect to this objective;
but with an ML estimator, all parameters have equal impor-
tance. The ML estimator of signal parameters is a tractable
estimator which on study also proves to be efficacious. ML,
estimates are obtained as the parameter values which maxi-
mize the likelihood function, the probability density of the
observations conditioned on the unknown signal parameters.

With contemporary receivers, it is the intent following IF
detection to further process the base-band signals digitally,
for a number of now well understood important reasons.
Among these are the ability to execute varied signal and data
processing operations, not otherwise feasible. To accomplish
this, the signal of eg. (2), which is band limited, is sampled at
a high enough rate to avoid what is referred to as aliasing
errors, errors caused by overlapping spectral components, an
effect routinely encountered in the art. Let

r=(rpa(to)raplto* 1), - - . TapltatV-1)f)T 3)
denote a column vector of samples of r5(t) taken from arbi-
trary time t,, to time t,+T,, where (N-1Y{=T,, T, denoting
the signal observation time, and where the superscript T
denotes the transpose operator, and also where the sampling

rate, f, is assumed sufficiently high to avoid aliasing errors.
Let, also,
M=t M=), - m) ) N-Df=t))T “

denote the column vector of samples of the modulation of the
k™=1,K signal component of the received signal and,

n=(1(tg) 1t Lf), - . - nlEa(V-1IANT G
denote the column vector of samples of the band-limited
noise process n(t), both taken at the same rate and over the
same time interval as the vector r of eq. (3).

10

15

20

25

30

40

50

60

65

4

For the signal model of eq. (2), the likelihood function is
given by

! ’(r*Z/{(:lAkmkEMkJTKZI(”Z/leAk’"kEMkJ ©

Pr\a = W@ 5

where K, denotes the matrix of covariances of the vector of
noise samples 1, adenotes the vector of signal parameters A |,
Ty Prs Asy Tas Py« + s Agos Tiee Pres Where the delay parameters
are embedded in the signal modulation functions m,; k=1,K
as described above, and where the superscript dagger, T,
denotes the conjugate transpose operator. Since the coeffi-
cient

1
27K,

is independent of the parameters a, the ML estimate of a, a,;,
is given by

¥ 0))

apyyp = max
a

K
—[r - Z Ay e

k=1

K
K;l[r - Z Agry ek H,
k=1

which is equivalent to finding the set of parameter values a, ,,
that minimize

N

3)

! K
K;l[r— Agmyeie ],
k=1

K
J(a) = [r - Z Ay, e

k=1 /

a quantity often referred to as the residual.

Based on the properties of circular normal variates, it can
be seen that the covariance matrix, K, of the noise vector, n,
is real-valued and symmetric. Therefore, the inverse matrix,
K, ™, is also real-valued and symmetric.

d

2. DESCRIPTION OF RELATED ART

The problem of finding the set of parameters, a,,,, nomi-
nally involves evaluating the residual over 3K unknowns in a
search process, where, on successive iterations of the search
process, the unknowns are selected with sufficiently fine reso-
lution to permit identifying the minimum residual. Not
including results which follow from this invention, even if
K=2, corresponding to a single secondary path signal, this is
a sufficiently formidable computational task that ML estima-
tion of range when multipath is present in the signal obser-
vations is essentially impractical of accomplishing in real
time. Prior art on this subject consists of two works. The
earliest is the work by R. D. J. Van Nee described in U.S. Pat.
No. 5,615,232 and entitled “Method of Estimating a Line of
Sight Signal Propagation Time Using a Reduced Multipath
Correlation Function.” Van Nee first forms the cross correla-
tion function of the received signal with the a priori known
signal modulation generated by the receiver. On successive
estimates of the then remaining most intense secondary path
signal parameters, this correlation function is reduced by the
contribution of that secondary path signal. This is repeated to
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convergence, i.¢., when it is determined that there is no addi-
tional secondary path signal remaining, so that at conver-
gence the residual correlation function is that of the direct
path signal with the known modulation. The range informa-
tion desired is the location of the peak of that function. Later,
Weill and Fisher described in U.S. Pat. No. 6,370,207 entitled
“Method for Mitigating Multipath Effects in Radio Systems”
a computationally practical method for the real-time compu-
tation of ML estimates of range and the nuisance parameters
associated with multipath received signals. Their method
involves the reduction of the search dimension to K
unknowns and in the cited U.S. patent assumed the received
signal modulation function at base-band is real-valued. This
is not applicable in the instances of phase non-linearity
addressed here.

3. OBJECTS AND SUMMARY OF THE
INVENTION

The prior art on the subject of Maximum Likelihood esti-
mation of range when multipath is present in the signal obser-
vations does not address the case of complex-valued signal
modulation. This is not unimportant since in the practice of
the art, it is preferred to design ranging receivers with rela-
tively low center frequency Intermediate Frequency amplifi-
ers for the sake of economy; in spite of the fact that the
ranging system requires relatively wide bandwidth modula-
tion to achieve the desired ranging accuracy. These low Q IF
amplifiers produce non-linearity in signal phase resulting in
cross-coupling between the in-phase and quadrature detected
signals during occurrences of signal modulation transitions,
already described.

The penalty for not taking into account the cross-coupled
signal model evidenced with low Q IF amplifiers is a signifi-
cant loss of accuracy. High accuracy is the principal motiva-
tion for the use of the ML estimator. The objective of this
invention is to provide the machinery and method needed to
obtain ML estimates of signal parameters where one or more
secondary path signals compete with the direct path signal
received, in the instance where phase non-linearity in the
processing of received signals is encountered, or where multi-
channel ranging is in operation.

More specifically, the invention provides a method of lin-
earizing the residual function in the non-delay parameters of
the observed direct path and secondary path signals in a
ranging receiver in which phase non-linearity is operating. It
provides the coefficients of a set of 2K linear equations in
those parameters as the real and imaginary parts of the noise
weighted signal modulation cross-correlations m, 'K, mk,
I=1,K of the vector of samples of the a priori known signal
modulation functions, m(t), where T, and T, are the values of
the estimated delay of the k,1”=1 K pair of the K pairs of
observed signals. It provides a procedure for sequentially
searching forthe ML estimates of signal delays where on each
iteration of the search process, the linearized equivalent nui-
sance parameters are determined. These are used to evaluate
the residual for that set of estimated delays. The process
converges at the smallest value of residual. Finally, it provides
a procedure for obtaining ML estimates of the direct path
signal delay when the secondary path signals are near the
delay of the secondary path signal where the solutions for the
linearized signal nuisance parameters are not numerically
stable.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1¢,b—Showing the Transient Response for Signals
Passed Through Filters of Q=2 and Q=8.
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FIG.2—Showing Operations of the Complex-Valued Mul-
tipath Signal Estimator.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

The Nuisance Parameters

By replacing the polar quantities A,&*:k=1, K with their
Cartesian equivalents

4@ =a4iPh=1K ©

where o, =A, cos(9,) and f,=A, sin(¢,), the residual ofeq. (8)
can be restated as

J(a) = [r

At either a maximum or a minimum extremal of J(a), the
partial derivatives of J(a)with respect to o, and f,; k=1,K be
zero. The partial derivative of I(a) with respect to c,, for any
k=1,K, is given by

¥ K (10
(o + J,Bl)ml] [V - Z (ar+ jﬁz)ml]-
=)

Ma

aJ(a)
Bwk -

K
[r Z (o + jBomy| K,

=

(1)

*

Hem) - miK

K
r— Z aﬁ/’ﬁz)ml}:
=1

K
—erK my +mk +Zcx, m,(Kglml+m;rK;1mk)+

=1
K

jz ﬁl(mZK,flml —m[K,:lmk),

=1

which is a linear equation in ¢, and f;1=1,K. With v:k=1,K
denoting a set of vectors, the term v, 'K, v, is sometimes
referred to as the noise-weighted cross-correlation of the
vectors v, and v,. If 1=k, then that term is referred to as the
noise-weighted autocorrelation of v,.

The terms r'K,"'m, and m,"K ~'r of eq. (11) are complex
conjugate pairs, as are the terms m, 'K, ~'m, and m,'K ~'m,.
The sum of two complex conjugates is equal to twice the real
part of either. The difference of two complex conjugates is j=
y—1 times twice the imaginary part of the minuend (leading
term). Therefore,

aJ(a)
a(lk

12

K K
_2Re[m,t K;lr] + ZZ w,Re[m,tK;lm,] - ZZ ,B,Im[m;: K;lm,],
i=1 =1

where Re[*] and Im[*] denote the real and imaginary parts,
respectively, of the quantities in the brackets.

Similarly, the partial derivative of J(a) with respect to any
Prk=1,K is given by
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¥ (13
(=jm) +

N X
5, [ ; (o + jpomy | K

1

K

(J'mZ)KJI r—Z(dl+j,31)mt] = j(mZK;lr—r*K,jlmk)—
=

K
jZa,(ka my— m,K mk Zﬁ,myl(' m,+m,K m;).
=1

a@
B

(14

K
—ZInﬂmk r)+ ZZ anm[mA K ml + ZZ ,BlRe[mZK;lml].

=1

Equating the partials of eqs. (12) and (14) to zero results in
the set of 2K equations linear in the quantities ¢, and p;1=1,K

K K

Z alRe[m,tK;lml] - Z ,BlIm[mZK;lmg] = Re[mZK;lr};

=1 =1

{152, b)

k=1,K,

K
aglmfm] K, 'my] + Z Rem K; ] = Il K1
! =

NgE

k=1K.

The coefficients of the c,’s and f,’s in egs. (15a,b), which
are 4K* in number, are given by the real and imaginary parts
of the noise weighted correlations m,'K, *mk1=1,K and
“1r:k=1,K. Since

n

(16)

my K g = iy + jmig) K o + jmig)

Tl T -l N g T -l
= my K my + g K" myg + jlmg Ko™ mag — my g Ko myy),

it follows that

t - _ _ \
Re[m,( K, 1m,] =ml Ky + mZQKnlm,Q, (17a,b)

Im[m,:K;Im[] = m,{,K;lle —m,TQK;lm”.
Similarly,

Re[mIKn’lr] =mi K+ mipK g, (18a, bj

Im[m;K,flr] = m[,K;lrQ —mZQK,jlr,.

Methods for solving the set of linear egs. (15a,b) for the
unknowns ¢, p;1=1,K are well known. For example, if M
represents a 2K by 2K matrix and if x represents a set of 2K
unknowns, then with y denoting a 2K vector of knowns, the
solution of Mx=y is given by x=M~"y, assuming M is invert-
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8

ible, where M™" is the matrix inverse of M. Alternatively, such
other methods for solving systems of linear equations as
Gaussian reduction can also be used.

Methods of forming the noise weighted correlations of eq.
(10) include averaging samples of the baseband signal modu-
lation function m(t) produced on repetitive outputs of the
ranging receiver and interpolating the results. Methods for
estimating the covariance of the ranging receiver noise,
including the use of the FFT algorithm, are well understood in
the art.

Invertibility of the ;s and f3,’s

Given the correlation quantities of eqs. (17a,b) and (18a,b),
the system of linear equations (15a,b) can most generally be
solved for the quantities ., ;1=1,K. The corresponding sig-
nal parameters are given by the inversion equations

Ny s

and

¢y =atan 2(%);1: 1, K,

where a tan 2(*) is defined as the four quadrant inverse tangent
function.

lustration of the Linear Equations (15,a,b) in the
Case where K=2

In the special, but important, case of K=2, arising where
there is observed a direct path signal and one secondary path
signal, egs. (15a,b) are given by

Refm] K7 my o + Refm] K maas = (20a.b, ¢, d)

Tmfm{ K 'my | By — L[] K 'ms | B = Relm{K;'r],

Re[m}K;'m oy + Re[m} Ky ms )y — Im[m} K 'my|B; -
i K ma By

Im[mir K;lml]a/l + Im[mi[(;lmz]a/z + Re[mIK;lml],Bl +

= Re[mi[(;lr],

Re[mTK;lmz],Bg = Im[mTK;lr],
Im[mz[(;lml]al + hn[mgK;1m2]a2 +

Re[m;K,jlml],Bl +Re[m;K;1m2]ﬁ2 = Im[mZK;lr]

The coefficients ¢ ,=Re[m,'K,'m,] and c¢,,=Re[m,"
K, 'm,] of these equations are equal since the quantities
within the brackets are conjugate pairs, and hence their real
parts are equal. In the instance where T, is nearly equal to T,,
¢,,~Re[m, K ~'m,] is nearly equal to ¢, ,=Re[m,"K,'m,],
so that the coefficients ¢, 1012, 921 andc,, areall nearly equal.
Since the quantmes m, /K~ le and mo K, 'm,, are
equal, and since m2 7 K 1ma m2Q K 'm,, the coefﬁ-
cients ¢, =Im[m,"K ~'m ] mH K, mlg le K, 'm,,
and ¢ ,=Im[m, 'K, ‘m,]=m, K~ ng—ng K, lmZI are
equal to zero. Further, the coeﬂiments ¢5, and ¢,; are conju-
gate pairs. In the instance where T, is nearly equal to T, the
coefficients c,, and c;, are nearly the same value, zero. Thus,
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column 2 of the set of egs. (20,a,b,c,d) and column 1 are
nearly equal. If any two columns (or rows) of a set of linear
equations are equal or otherwise linearly dependent, the
matrix is singular (non-invertible), which means there is no
unique solution of the set of equations. A matrix in which two
columns (or rows) are nearly equal is said to be ill-condi-
tioned, which can be quantified in terms of an ill-conditioning
number. As the ill-conditioning number increases, the closer
the matrix is to singular. In the case of a large ill-conditioning
number, the solutions will generally evidence large numerical
errors, and in that case the values for the residual J(a) obtained
using those solutions will most generally be unusually large,
and therefore non-admissable solutions.

In the special case where K=1, no such ill-conditioning
occurs. For K=1, terms involving Im[m, 'K, ~'m, ] disappear
since the quantity m, K, ~'m, is real valued, so that egs.
(15a,b) reduce to

Re[m]K;'my o) = Re|m] K;'r], (2la)

Re[m’; K;tmy }ﬁl = Im[mI K;! r], (21b)

from which it is easy to conclude thatitis not possible for egs.
(21a,b) to be ill-conditioned. This guarantees a numerically
stable solution for the case of no multipath. Physically, in the
multiple secondary path cases, if the estimated delays T,
through T, are near in value to T,, the Maximum Likelihood
estimation problem collapses to the estimates of the param-
eters ofasingle path signal, or at least is well approximated by
a single path estimation problem.

In the case where the receiver receives a single signal, i.e.,
the direct path signal, J(a) has an expectation, or equivalently,
mean or average value given by

Tr[K;lml mH 22

EJ@] = Al K 'my + N -
-1
my Kty

where Tr[*] denotes the trace of the matrix in the brackets.
This expression can be used to assess when, due to numerical
instability, J(a) is too large to be admissable as a valid evalu-
ation of the residual.

Delay Parameters

Assume that for any ranging receiver, the signal modula-
tion response and the receiver noise are observed, so that both
the complex-valued modulation waveform m(t) and the noise
covariance matrix are known a priori to an acceptable level of
uncertainty. The process then for determining the ML esti-
mates of the signal parameter vector a=A |, T;, ¢,, A,, T,
$s, - - -, Ag, T, O consists of the following operations (the
reader may opt to follow these steps displayed in the flow
chart of FIG. 2):

1) Select a set of K delay values t, Ts, . . . , Ty
2) Using the a priori known waveform m(t), form the vec-

tors m(t,~t,);n=0, N-1;k=1 K.

3) Form the K? correlation pairs
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10
N-1
= Yyt = 7oK on, momt, = 7);
m=0

k,I=1,K, where K,~*(m,m) is the m” diagonal element of
K,
4) Determine the real and imaginary parts of the set of K*
complex-valued coefficients c,;k,1=1,K.
5) On observing r, form the K correlations

1t (1 — T K m, mir(,)i ko= 1, K.

6) Determine the real and imaginary parts of the set R ;k=1,
K.

7) Insert into the system of egs. (15a,b) the coefficients
determined in steps 4) and 6).

8) Solve the system of egs. (15,a,b) for the 2K quantities o,
Buk=1,K.

9) Using the results of steps 2) and 8) evaluate J(a) of eq.
(10) and note the result.

10) Select another set of delays T, T, . . . , T, and repeat
steps 2) through 9) until a minimum in J(a) is obtained.
If that value of J(a) is greater than a precalibrated value,
skip to step 12). If not, then

11) associated with the minimum value of J(a) determined
in step 10 is a specific set of delays. Associated with
those delays is a specific set of the quantities o, and
Bk=1,K obtained through the set of linear egs. (15a,b).
The inverse of those linearized nuisance parameter val-
ues together with the set of delays that gave rise to those
values are the ML estimates desired.

12) In the case where J(a) determined in step 10 is greater
thana precalibrated value, selecta value of T, determine
o, and p, fromegs. (21a,b), and evaluate J(a) ofeq. (10).
Repeat this process until a minimum value for J(a) is
found. Accept the delay and the direct path nuisance
parameters, amplitude and phase, obtained from inver-
sions of the solution of egs. (21a,b) as the ML estimates
of the direct path signal parameters.

I claim:
1. A process for obtaining Maximum Likelihood estimates
of the parameters of the direct and secondary path signals
observed in a ranging system when the system introduces
phase non-linearity, comprising the steps of:
receiving a transmitted direct path signal also including,
possibly, secondary path signals which are arbitrary in
number, all of which are processed through a low Q
bandpass filter introducing phase non-linearity, and
translating the composite signal to a baseband signal;

sampling that baseband signal over a finite interval of time,
thereby creating a sampled baseband signal vector;

selecting a set of delay values as estimates of the observed
direct and secondary paths signals’ delays;

forming the vector of samples of the signal modulation

functions corresponding to the direct and each second-
ary path signal delay selected;

determining the noise weighted correlations of the afore-

said modulation functions and selecting their real and
imaginary parts;
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determining the real and imaginary parts of the noise
weighted correlation of these modulation functions and
the received signal; and

solving a set of linear equations for a set of transformed
signal parameters using the real and imaginary parts so
obtained as coefficients of that set of equations;

evaluating the likelihood function residual obtained with
that set of transformed signal parameters;

repeating the steps of selecting a set of signal delays esti-
mates, determining the signal modulation correlation
values, using their real and imaginary parts as coeffi-
cients of a set of linear equations, together with the real
and imaginary parts of the noise weighted modulation
and received signal correlation, and solving that set of
equations;

using the linearized parameter values so obtained as solu-
tions to that set of equations, and evaluating the likeli-
hood residual with that solution set, terminating this
iterative process when a minimum in the residual is
obtained;

either accepting the values of signal delay and the trans-
formed linearized signal parameters as Maximum Like-
lihood estimates of those parameters, or, if the likelihood
residual corresponding to those values is unusually
large, then select a single value of delay and using the
real and imaginary parts of the noise weighted correla-
tion of the signal modulation function and the noise
weighted modulation and received signal correlation
obtained with this delay, as coefficients in a set of two
equations, solve for the transformed amplitude and
phase of the single signal corresponding to the single
value of delay, and evaluate the likelihood residual
obtained with the single signal transformed parameters
so obtained, and repeat this process until a minimum
value of the likelihood residual is obtained; and accept
the value of delay and inverted linearized signal param-
eters obtained as Maximum Likelihood estimates of the
direct path signal parameters;

including the formation of the set of vectors
M=M=t ) ML=, - - m{igHN-1)f=t)

k=1K 1

where m(t) is the a priori known baseband complex-
valued ranging receiver’s response to the signal
modulation function, t, is an arbitrary time, and the
sampling rate, £, is sufficiently high that no appre-
ciable signal aliasing-occurs, and where T, T,, . . . , Tx
is a set of selected signal delays estimating the delay
of the direct and secondary path signals observed,
including the formation of the correlation coefficients
¢,=m,'K,'m,, fork,]=1K, and R,=m,'K, ~'r, fork=1,
K, where K" represents the a priori determined inverse
of the noise covariance matrix of the vector of noise
samples produced by the ranging receiver, and r repre-
sents the vector of samples of the ranging receiver’s
baseband composite signal observed.
2. The processes as in claim 1 including the formation of
the set of equations
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3 S (2a,b)
Z aRe[m] Kty - Z Bl K; '] = Refm] K;11]:
= =]

k=1,K,

1=

K
a,[m[mZK;lm,] + Z ,BARe[mZ K;lm,] = Im[m;:[(;lr];
=1

k=1,K,

and the solution of this set of equations for the 2K linearized
signal parameters oy, pk=1,K.

3. The processes as in claim 2 including the evaluation of
the likelihood function residual

3

1=

¥ K
(o + jﬁk)mk] Kﬁl[’Z (o + jﬁk)mx]-

=

Ja) = [r -

4. The repetition of steps in claim 1 until a minimum value
of J(a) is obtained, and if that minimum value is not larger
than anticipated, accept the set of delays corresponding to that
minimum value of J(a) and the signal parameters obtained
from inverting the set o, f,;k=1,K obtained as the solution to
eq. (2a,b) using the inversion formulas

(4a)

Ak=ﬂa£+ﬁf;k=l,[{,

¢ = a tan 2(5—’;);/(:1,[(.

(4b)

5. The process of claim 4, where if the minimum value of
J(a) is larger than anticipated, select a single delay estimate
1,, form the delayed signal modulation function vector m,=
(m(ty=1,)m(to+1/f,-1)). . . ., m{ty+(N-1)f,~1,))” and the
noise weighted correlations m, K, ~'m, and m, 'K, ~'r. Use
those correlation value as the coefficients in the pair of equa-
tions

Refm 'K, \mjo,=Refm,'K, 1], (52)

Refm 'K, m 1By =Im[m, 'K, 'r] (5b)

to solve for o, and f3,. Use these values and the vector m, and
matrix K, to evaluate

J@y=(r-Yo 4B )m )K= (o /B )m,).

Repeat this process until a minimum value of J(a) is
obtained and accept the value of delay estimate corre-
sponding to this minimum value as the Maximum Like-
lihood estimate of T, and the values of the inverted signal
parameters, A |, ¢,, corresponding to o, and 3, obtained
with this delay estimate.

(6)

* ok %k k%



