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1
REDUCED DELAY SPATIAL CODING AND
DECODING APPARATUS AND
TELECONFERENCING SYSTEM

TECHNICAL FIELD

The present invention relates to an apparatus that imple-
ments coding and decoding with a lower delay, using a multi-
channel audio coding technique and a multi-channel audio
decoding technique, respectively. The present invention is
applicable to, for example, ahome theater system, a car stereo
system, an electronic game system, a teleconferencing sys-
tem, and a cellular phone.

BACKGROUND ART

The standards for coding multi-channel audio signals
include the Dolby digital standard and Moving Picture
Experts Group-Advanced Audio Coding (MPEG-AAC) stan-
dard. These coding standards implement transmission of the
multi-channel audio signals by basically coding an audio
signal of each channel in the multi-channel audio signals
separately. These coding standards are referred to as discrete
multi-channel coding, and the discrete multi-channel coding
enables coding signals for 5.1 channel practically at a bit rate
around 384 kbps as the lowest limit.

On the other hand, Spatial-Cue Audio Coding (SAC) is
used for coding and transmitting multi-channel audio signals
in a totally different method. An example of SAC is the
MPEG surround standard. As described in NPL 1, the MPEG
surround standard is to (i) downmix a multi-channel audio
signal to one of a 1-channel audio signal and 2-channel audio
signal, (i1) code the resulting downmix signal that is one of the
1-channel audio signal and the 2-channel audio signal using
e.g., the MPEG-AAC standard (NPL 2) and the High-Effi-
ciency (HE)-AAC standard (NPL 3) to generate a downmix
coded stream, and (iii) add spatial information (spatial cues)
simultaneously generated from each channel signal to the
downmix coded stream.

The spatial information includes channel separation infor-
mation that separates a downmix signal into signals included
in a multi-channel audio signal. The separation information is
information indicating relationships between the downmix
signals and channel signals that are sources of the downmix
signals, such as correlation values, power ratios, and differ-
ences between phases thereof. Audio decoding apparatuses
decode the coded downmix signals using the spatial informa-
tion, and generate the multi-channel audio signals from the
downmix signals and the spatial information that are
decoded. Thus, the multi-channel audio signals can be trans-
mitted.

Since the spatial information to be used in the MPEG
surround standard has a small amount of data, increment of
information in one of a 1-channel downmix coded stream and
a 2-channel downmix coded stream is minimized. Thus, since
the multi-channel audio signals can be coded using informa-
tion having the same amount of data as that of one of a
1-channel audio signal and a 2-channel audio signal, in accor-
dance with the MPEG surround standard, the multi-channel
audio signals can be transmitted at a lower bit rate, compared
to those of the MPEG-AAC standard and the Dolby digital
standard.

For example, a realistic sensations communication system
exists as a useful application of the coding standard for coding
signals with high quality sound at a low bit rate. Generally,
two or more sites are interconnected through a bidirectional
communication in the realistic sensations communication
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2

system. Then, coded data is mutually transmitted and
received between or among the sites. An audio coding appa-
ratus and an audio decoding apparatus in each of the sites
codes and decodes the transmitted and received data, respec-
tively.

FIG. 7 illustrates a configuration of a conventional multi-
site teleconferencing system, which shows an example of
coding and decoding audio signals when a teleconference is
held at 3 sites.

In FIG. 7, each of the sites (sites 1 to 3) includes an audio
coding apparatus and an audio decoding apparatus, and a
bidirectional communication is implemented by exchanging
audio signals through communication paths having a prede-
termined width.

In other words, the site 1 includes a microphone 101, a
multi-channel coding apparatus 102, a multi-channel decod-
ing apparatus 103 that responds to the site 2, a multi-channel
decoding apparatus 104 that responds to the site 3, a rendering
device 105, a speaker 106, and an echo canceller 107. The site
2 includes a multi-channel decoding apparatus 110 that
responds to the site 1, a multi-channel decoding apparatus
111 that responds to the site 3, a rendering device 112, a
speaker 113, an echo canceller 114, a microphone 108, and a
multi-channel coding apparatus 109. The site 3 includes a
microphone 115, a multi-channel coding apparatus 116, a
multi-channel decoding apparatus 117 that responds to the
site 2, a multi-channel decoding apparatus 118 that responds
to the site 1, a rendering device 119, a speaker 120, and an
echo canceller 121.

There are many cases where constituent elements in each
site include an echo canceller for suppressing an echo occur-
ring in a communication through the teleconferencing sys-
tem. Furthermore, when the constituent elements in each site
can transmit and receive multi-channel audio signals, there
are cases where each site includes a rendering device using a
Head-Related Transfer Function (HRTF) so that the multi-
channel audio signals can be oriented in various directions.

For example, the microphone 101 collects an audio signal,
and the multi-channel coding apparatus 102 codes the audio
signal at a predetermined bit rate at the site 1. As a result, the
coded audio signal is converted into a bit stream bs1, and the
bit stream bs1 is transmitted to the sites 2 and 3. The multi-
channel decoding apparatus 110 for decoding to a multi-
channel audio signal decodes the transmitted bit stream bs1
into the multi-channel audio signal. The rendering device 112
renders the decoded multi-channel audio signal. The speaker
113 reproduces the rendered multi-channel audio signal.

Similarly, at the site 3, the multi-channel decoding appa-
ratus 118 decodes a coded multi-channel audio signal, the
rendering device 119 renders the decoded multi-channel
audio signal, and the speaker 120 reproduces the rendered
multi-channel audio signal.

Although the site 1 is a sender and the sites 2 and 3 are
receivers in the aforementioned description, there are cases
where (i) the site 2 may be a sender and the sites 1 and 3 may
be receivers, and (ii) the site 3 may be a sender and the sites 1
and 2 may be receivers. These processes are concurrently
repeated at all times, and thus the realistic sensations com-
munication system works.

The main goal of the realistic sensations communication
system is to bring a communication with realistic sensations.
Thus, any of 2 sites that are interconnected to each other needs
to reduce uncomfortable feelings from the bidirectional com-
munication. Additionally, the other problem is that the bidi-
rectional communication is costly.

Performing a bidirectional communication with less
uncomfortable feelings and at lower cost needs to satisfy
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some requirements. The requirements for the coding standard
in which an audio signal is coded includes (1) a shorter time
period for coding the audio signal by the audio coding appa-
ratus and for decoding the audio signal by the audio decoding
apparatus, that 1s, lower algorithm delay by the coding stan-
dard, (2) enabling transmission of the audio signal at a lower
bit rate, and (3) satisfying higher sound quality.

Since sound extremely degrades according to a decrease in
a bit rate in accordance with e.g., the MPEG-AAC standard
and the Dolby digital standard, the difficulty lies in maintain-
ing sound quality high enough to convey realistic sensations
and provide less communication cost. In contrast, the SAC
standard including the MPEG surround standard enables
reducing a transmission bit rate while maintaining the sound
quality. Thus, the SAC standard is a coding standard rela-
tively suitable for achieving the realistic sensations commu-
nication system with less communication cost.

In particular, the main idea of the MPEG surround standard
that is superior in sound quality and that belongs to the SAC
standard is that spatial information of an input signal is rep-
resented by parameters with a less amount of information,
and a multi-channel audio signal is synthesized with the
parameters and a downmix signal that is downmixed to one of
a 1-channel audio signal and a 2-channel audio signal and
transmitted. The reduction in the number of channels of an
audio signal to be transmitted can reduce a bit rate in accor-
dance with the SAC standard, which satisfies the requirement
(2) that is important in the realistic sensations communication
system, that is, enabling transmission of an audio signal at a
lower bit rate. Compared to a conventional multi-channel
coding standard, such as the MPEG-AAC standard and the
Dolby digital standard, the SAC standard enables transmis-
sion of a signal with higher sound quality at an extremely
lower bit rate, in particular, 192 Kbps in 5.1 channel, for
example.

Thus, the SAC standard is a useful means for a realistic
sensations communication system.

CITATION LIST

[Non Patent Literature]

[NPL 1]

ISO/TEC-23003-1

[NPL 2]

ISO/IEC-13818-3

[NPL 3]

ISO/TEC-14496-3:2005

[NPL 4]

ISO/TEC-14496-3:2005/Amd 1:2007

SUMMARY OF INVENTION

Technical Problem

Actually, the SAC standard has a significant problem to be
applied to a realistic sensations communication system. The
problem is that an amount of coding delay in accordance with
the SAC standard becomes significantly larger, compared to
that by a conventional discrete multi-channel coding, such as
the MPEG-AAC standard and the Dolby digital standard. In
order to solve the problem of the increased amount of coding
delay in accordance with the MPEG-AAC, for example, the
MPEG-AAC-Low Delay (LD) standard has been standard-
ized as a technique of reducing the amount (NPL 4).

When a sampling frequency is 48 kHz, an audio coding
apparatus codes an audio signal with a delay of approxi-
mately 42 milliseconds in its coding, and an audio decoding
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4

apparatus decodes an audio signal with a delay of approxi-
mately 21 milliseconds in its decoding, in accordance with
the general MPEG-AAC standard. In contrast, in accordance
with the MPEG-AAC-LD standard, an audio signal can be
processed with an amount of coding delay half that of the
general MPEG-AAC standard. The realistic sensations com-
munication system that employs the MPEG-AAC-LD stan-
dard can smoothly communicate with a communication part-
ner because of a smaller amount of coding delay. However,
the MPEG-AAC-LD standard, enabling the lower coding
delay, is a multi-channel coding technique solely based on the
MPEG-AAC standard. Thus, it can neither effectively reduce
a bit rate nor satisfy the requirements of a lower bit rate,
higher sound quality, and lower coding delay at the same
time, as by the MPEG-AAC standard.

In other words, the conventional discrete multi-channel
coding, such as the MPEG-AAC-LD standard and the Dolby
digital standard, has a difficulty in coding signals with a lower
bit rate, higher sound quality, and lower coding delay.

FIG. 8 illustrates an analysis of an amount of coding delay
in accordance with the MPEG surround standard that is a
representative of the SAC standard. NPL 1 describes the
details of the MPEG surround standard.

As illustrated in FIG. 8, an SAC coding apparatus (SAC
encoder) includes a t-fconverting unit 201, an SAC analyzing
unit 202, an f-t converting unit 204, a downmix signal coding
unit 205, and a multiplexing device 207. The SAC analyzing
unit 202 includes a downmixing unit 203 and a spatial infor-
mation calculating unit 206.

An SAC decoding apparatus (SAC decoder) includes a
demultiplexing device 208, a downmix signal decoding unit
209, a t-f converting unit 210, an SAC synthesis unit 211, and
an f-t converting unit 212.

In FIG. 8, the t-f converting unit 201 converts a multi-
channel audio signal into a signal ina frequency domain in the
SAC coding apparatus. There are cases where the t-f convert-
ing unit 201 converts a multi-channel audio signal into a
signal in a pure frequency domain using, for example, the
Finite Fourier Transform (FFT) and the Modified Discrete
Cosine Transform (MDCT), and converts a multi-channel
audio signal into a signal in a combined frequency domain
using, for example, a Quadrature Mirror Filter (QMF) bank.

The multi-channel audio signal converted into the one in
the frequency domain is connected to 2 paths in the SAC
analyzing unit 202. One of the paths is connected to the
downmixing unit 203 that generates an intermediate down-
mix sighal IDMX that is one of a 1-channel audio signal and
a 2-channel audio signal. The other one of the paths is con-
nected to the spatial information calculating unit 206 that
extracts and quantizes spatial information. In many cases, the
spatial information is generally generated using, for example,
level differences, power ratios, correlations, and coherences
among channels of each input multi-channel audio signal.

After the spatial information calculating unit 206 extracts
and quantizes the spatial information, the f-t converting unit
204 reconverts the intermediate downmix signal IDMX into a
signal in a time domain.

The downmix signal coding unit 205 codes a downmix
signal DMX obtained by the f-t converting unit 204.

The coding standard for coding the downmix signal DMX
is a standard for coding one of a 1-channel audio signal and a
2-channel audio signal. The standard may be a lossy com-
pression standard, such as the MPEG Audio Layer-3 (MP3)
standard, MPEG-AAC, Adaptive Transform Acoustic Coding
(ATRAC) standard, the Dolby digital standard, and the Win-
dows (trademark ) Media Audio (WMA) standard, and may be
a lossless compression standard, such as the MPEG4-Audio
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Lossless (ALS) standard, the Lossless Predictive Audio Com-
pression (LPAC) standard, and the Lossless Transform Audio
Compression (LTAC) standard. Furthermore, the coding stan-
dard may be a compression standard that specializes in the
field of speech compression, such as Internet Speech Audio
Codec (iSAC), internet Low Bitrate Codec (iLBC), and Alge-
braic Code Excited Linear Prediction (ACELP).

The multiplexing device 207 is a multiplexer including a
mechanism for providing a single signal from two or more
inputs. The multiplexing device 207 multiplexes the coded
downmix signal DMX and spatial information, and transmits
a coded bit stream to an audio decoding apparatus.

The audio decoding apparatus receives the coded bit
stream generated by the multiplexing device 207. The demul-
tiplexing device 208 demultiplexes the received bit stream.
Here, the demultiplexing device 208 is a demultiplexer that
provides signals from a single input signal, and is a separating
unit that separates the single input signal into the signals.

Then, the downmix signal decoding unit 209 decodes the
coded downmix signal included in the bit stream into one of
the 1-channel audio signal and the 2-channel audio signal.

Thet-fconverting unit 210 converts the decoded signal into
the signal in the frequency domain.

The SAC synthesis unit 211 synthesizes the multi-channel
audio signal with the spatial information separated by the
demultiplexing device 208 and the decoded signal in the
frequency domain.

The f-t converting unit 212 converts the resulting signal in
the frequency domain into a signal in the time domain to
generate a multi-channel audio signal in the time domain
consequently.

Considering the configuration of the SAC described above,
algorithm delay amounts generated by the constituent ele-
ments in FIG. 8 in accordance with the SAC coding standard
can be categorized into the following 3 sets of units.

(1) the SAC analyzing unit 202 and the SAC synthesis unit
211

(2) the downmix signal coding unit 205 and the downmix
signal decoding unit 209

(3) the t-f converting units and the f-t converting units (201,
204, 210, 212)

FIG. 9 illustrates algorithm delay amounts in the conven-
tional SAC coding technique. Eachalgorithm delay amount is
denoted as follows for convenience.

The delay amounts in the t-f converting unit 201 and the t-f
converting unit 210 are respectively denoted as D0, the delay
amount in the f-t converting unit 202 is denoted as D1, the
delay amounts in the f-t converting unit 204 and the f-t con-
verting unit 212 are respectively denoted as D2, the delay
amount in the downmix signal coding unit 205 is denoted as
D3, the delay amount in the downmix signal decoding unit
209 is denoted as D4, and the delay amount in the SAC
synthesis unit 211 is denoted as D5.

As illustrated in FIG. 9, a total delay amount D by com-
bining the delay amounts of the audio coding apparatus and
the audio decoding apparatus is

D=2%D0+D1+2*D2+D3+DA4+D5.

The algorithm delay of 2240 samples occurs in the audio
coding apparatus and the audio decoding apparatus in accor-
dance with the MPEG surround standard that is a typical
example of the SAC coding standard. The total algorithm
delay amount including the amount occurring in downmix
signals from the audio coding apparatus and the audio decod-
ing apparatus becomes enormous. The algorithm delay when
a downmix coding apparatus and a downmix decoding appa-
ratus employ the MPEG-AAC standard is approximately 80
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milliseconds. However, in order that a realistic sensations
communication system that generally prioritizes the delay
amount performs a communication with disregard for the
delay amount, the delay amount in each of the audio coding
apparatus and the audio decoding apparatus needs to be kept
no longer than 40 milliseconds.

Thus, there is an essential problem that the delay amount is
extremely larger when the SAC coding standard is employed
to the realistic sensations communication system and others
that require a lower bit rate, higher sound quality, and lower
coding delay.

Thus, the object of the present invention is to provide an
audio coding apparatus and an audio decoding apparatus that
can reduce the algorithm delay occurring in a conventional
coding apparatus and a conventional decoding apparatus for
processing a multi-channel audio signal.

Solution to Problem

In order to solve the problems, the audio coding apparatus
according to an aspect of the present invention is an audio
coding apparatus that codes an input nmulti-channel audio
signal, the apparatus including: a downmix signal generating
unit configured to generate a first downmix signal by down-
mixing the input multi-channel audio signal in a time domain,
the first downmix signal being one of a 1-channel audio signal
and a 2-channel audio signal; a downmix signal coding unit
configured to code the first downmix signal generated by the
downmix signal generating unit; a first t-f converting unit
configured to convert the input multi-channel audio signal
into a multi-channel audio signal in a frequency domain; and
a spatial information calculating unit configured to generate
spatial information by analyzing the multi-channel audio sig-
nal in the frequency domain, the multi-channel audio signal
being obtained by the first t-f converting unit, and the spatial
information being information for generating a multi-channel
audio signal from a downmix signal.

With the configuration, the audio coding apparatus can
execute a process of downmixing and coding a multi-channel
audio signal without waiting for completion of a process of
generating spatial information from the multi-channel audio
signal. In other words, the processes can be executed in par-
allel. Thus, the algorithm delay in the audio coding apparatus
can be reduced.

Furthermore, the audio coding apparatus may further
include: a second t-f converting unit configured to convert the
first downmix signal generated by the downmix signal gen-
erating unit into a first downmix signal in the frequency
domain; a downmixing unit configured to downmix the multi-
channel audio signal in the frequency domain to generate a
second downmix signal in the frequency domain, the multi-
channel audio signal being obtained by the first t-f converting
unit; and a downmix compensation circuit that calculates
downmix compensation information by comparing (i) the
first downmix signal obtained by the second t-f converting
unit and (ii) the second downmix signal generated by the
downmixing unit, the downmix compensation information
being information for adjusting the downmix signal, and the
first downmix signal and the second downmix signal being in
the frequency domain.

With the configuration, the downmix compensation infor-
mation can be generated for adjusting the downmix signal
generated without waiting for the completion of the process
of generating the spatial information. Furthermore, the audio
decoding apparatus can generate a multi-channel audio signal
with higher sound quality, using the generated downmix com-
pensation information.



US §,311,810 B2

7

Furthermore, the audio coding apparatus may further
include a multiplexing device configured to store the down-
mix compensation information and the spatial information in
a same coded stream.

The configuration makes it possible to maintain compat-
ibility with a conventional audio decoding apparatus and a
conventional audio decoding apparatus.

Furthermore, the downmix compensation circuit may cal-
culate a power ratio between signals as the downmix com-
pensation information.

With the configuration, the audio decoding apparatus that
receives the downmix signal and the downmix compensation
information from the audio coding apparatus according to an
aspect of the present invention can adjust the downmix signal
using the power ratio that is the downmix compensation infor-
mation.

Furthermore, the downmix compensation circuit may cal-
culate a difference between signals as the downmix compen-
sation information.

With the configuration, the audio decoding apparatus that
receives the downmix signal and the downmix compensation
information from the audio coding apparatus according to an
aspect of the present invention can adjust the downmix signal
using the difference that is the downmix compensation infor-
mation.

Furthermore, the downmix compensation circuit may cal-
culate a predictive filter coefficient as the downmix compen-
sation information.

With the configuration, the audio decoding apparatus that
receives the downmix signal and the downmix compensation
information from the audio coding apparatus according to an
aspect of the present invention can adjust the downmix signal
using the predictive filter coefficient that is the downmix
compensation information.

Furthermore, the audio decoding apparatus according to an
aspect of the present invention may be an audio decoding
apparatus that decodes a received bit stream into a multi-
channel audio signal, the apparatus including: a separating
unit configured to separate the received bit stream into a data
portion and a parameter portion, the data portion including a
coded downmix signal, and the parameter portion including
(1) spatial information for generating a multi-channel audio
signal from a downmix signal and (ii) downmix compensa-
tion information for adjusting the downmix signal; a down-
mix adjustment circuit that adjusts the downmix signal using
the downmix compensation information included in the
parameter portion, the downmix signal being obtained from
the data portion and being in a frequency domain; a multi-
channel signal generating unit configured to generate a multi-
channel audio signal in the frequency domain from the down-
mix signal adjusted by the downmix adjustment circuit, using
the spatial information included in the parameter portion, the
downmix signal being in the frequency domain; and a f-t
converting unit configured to convert the multi-channel audio
signal that is generated by the multi-channel signal generat-
ing unit and is in the frequency domain, into a multi-channel
audio signal in a time domain.

The configuration makes it possible to generate a multi-
channel audio signal with higher sound quality, from the
downmix signal received from the audio coding apparatus
that reduces the algorithm delay.

Furthermore, the audio decoding apparatus may further
include: a downmix intermediate decoding unit configured to
generate the downmix signal in the frequency domain by
dequantizing the coded downmix signal included in the data
portion; and a domain converting unit configured to convert
the downmix signal that is generated by the downmix inter-
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mediate decoding unit and is in the frequency domain, into a
downmix signal in a frequency domain having a component
in a time axis direction, wherein the downmix adjustment
circuit may adjust the downmix signal obtained by the
domain converting unit, using the downmix compensation
information, the downmix signal being in the frequency
domain having the component in the time axis direction.

With the configuration, processes prior to the process of
generating the multi-channel audio signal are performed in a
frequency domain. Thus, a delay in the processes can be
reduced.

Furthermore, the downmix adjustment circuit may obtain a
power ratio between signals as the downmix compensation
information, and adjust the downmix signal by multiplying
the downmix signal by the power ratio.

With the configuration, the downmix signal received by the
audio decoding apparatus is adjusted to a downmix signal
suitable for generating a multi-channel audio signal with
higher sound quality, using the power ratio calculated by the
audio coding apparatus.

Furthermore, the downmix adjustment circuit may obtain a
difference between signals as the downmix compensation
information, and adjust the downmix signal by adding the
difference to the downmix signal.

With the configuration, the downmix signal received by the
audio decoding apparatus is adjusted to a downmix signal
suitable for generating a multi-channel audio signal with
higher sound quality, using the difference calculated by the
audio coding apparatus.

Furthermore, the downmix adjustment circuit may obtain a
predictive filter coefficient as the downmix compensation
information, and adjust the downmix signal by applying, to
the downmix signal, a predictive filter using the predictive
filter coefficient.

With the configuration, the downmix signal received by the
audio decoding apparatus is adjusted to a downmix signal
suitable for generating a multi-channel audio signal with
higher sound quality, using the predictive filter coefficient
calculated by the audio coding apparatus.

Furthermore, the audio coding and decoding apparatus
according to an aspect of the present invention may be an
audio coding and decoding apparatus including (i) an audio
coding device that codes an input multi-channel audio signal;
and (i) an audio decoding device that decodes a received bit
stream into a multi-channel audio signal, the audio coding
device including: a downmix signal generating unit config-
ured to generate a first downmix signal by downmixing the
input multi-channel audio signal in a time domain, the first
downmix signal being one of a 1-channel audio signal and a
2-channel audio signal; a downmix signal coding unit con-
figured to code the first downmix signal generated by the
downmix signal generating unit; a first t-f converting unit
configured to convert the input multi-channel audio signal
into a multi-channel audio signal in a frequency domain; a
spatial information calculating unit configured to generate
spatial information by analyzing the multi-channel audio sig-
nal in the frequency domain, the multi-channel audio signal
being obtained by the first t-f converting unit, and the spatial
information being information for generating a multi-channel
audio signal from a downmix signal; a second t-f converting
unit configured to convert the first downmix signal generated
by the downmix signal generating unit into a first downmix
signal in the frequency domain; a downmixing unit config-
ured to downmix the multi-channel audio signal in the fre-
quency domain to generate a second downmix signal in the
frequency domain, the multi-channel audio signal being
obtained by the first t-f converting unit; and a downmix com-
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pensation circuit that calculates downmix compensation
information by comparing (i) the first downmix signal
obtained by the second t-f converting unit and (ii) the second
downmix signal generated by the downmixing unit, the
downmix compensation information being information for
adjusting the downmix signal, and the first downmix signal
and the second downmix signal being in the frequency
domain, and the audio decoding device including: a separat-
ing unit configured to separate the received bit stream into a
data portion and a parameter portion, the data portion includ-
ing a coded downmix signal, and the parameter portion
including (i) spatial information for generating a multi-chan-
nel audio signal from a downmix signal and (ii) downmix
compensation information for adjusting the downmix signal,
adownmix adjustment circuit that adjusts the downmix signal
using the downmix compensation information included in the
parameter portion, the downmix signal being obtained from
the data portion and being in a frequency domain; a multi-
channel signal generating unit configured to generate a multi-
channel audio signal in the frequency domain from the down-
mix signal adjusted by the downmix adjustment circuit, using
the spatial information included in the parameter portion, the
downmix signal being in the frequency domain; and a f-t
converting unit configured to convert the multi-channel audio
signal that is generated by the multi-channel signal generat-
ing unit and is in the frequency domain, into a multi-channel
audio signal in a time domain.

With the configuration, the audio coding and decoding
apparatus can be used as an audio coding and decoding appa-
ratus that satisfies lower delay, lower bit rate, and higher
sound quality.

Furthermore, the teleconferencing system according to an
aspect of the present invention may be a teleconferencing
system including (i) an audio coding device that codes an
input multi-channe! audio signal; and (ii) an audio decoding
device that decodes a received bit stream into a multi-channel
audio signal, the audio coding device including: a downmix
signal generating unit configured to generate a first downmix
signal by downmixing the input multi-channel audio signal in
a time domain, the first downmix signal being one of a
1-channel audio signal and a 2-channel audio signal; a down-
mix signal coding unit configured to code the first downmix
signal generated by the downmix signal generating unit; a
first t-f converting unit configured to convert the input multi-
channel audio signal into a multi-channel audio signal in a
frequency domain; a spatial information calculating unit con-
figured to generate spatial information by analyzing the
multi-channel audio signal in the frequency domain, the
multi-channel audio signal being obtained by the first t-f
converting unit, and the spatial information being informa-
tion for generating a multi-channel audio signal from a down-
mix signal; a second t-f converting unit configured to convert
the first downmix signal generated by the downmix signal
generating unit into a first downmix signal in the frequency
domain; a downmixing unit configured to downmix the multi-
channel audio signal in the frequency domain to generate a
second downmix signal in the frequency domain, the multi-
channel audio signal being obtained by the first t-f converting
unit; and a downmix compensation circuit that calculates
downmix compensation information by comparing (i) the
first downmix signal obtained by the second t-f converting
unit and (ii) the second downmix signal generated by the
downmixing unit, the downmix compensation information
being information for adjusting the downmix signal, and the
first downmix signal and the second downmix signal being in
the frequency domain, and the audio decoding device includ-
ing: a separating unit configured to separate the received bit
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stream into a data portion and a parameter portion, the data
portion including a coded downmix signal, and the parameter
portion including (i) spatial information for generating a
multi-channel audio signal from a downmix signal and (ii)
downmix compensation information for adjusting the down-
mix signal; a downmix adjustment circuit that adjusts the
downmix signal using the downmix compensation informa-
tion included in the parameter portion, the downmix signal
being obtained from the data portion and being in a frequency
domain; a multi-channel signal generating unit configured to
generate a multi-channel audio signal in the frequency
domain from the downmix signal adjusted by the downmix
adjustment circuit, using the spatial information included in
the parameter portion, the downmix signal being in the fre-
quency domain; and a f-t converting unit configured to con-
vert the multi-channel audio signal that is generated by the
multi-channel signal generating unit and is in the frequency
domain, into a multi-channel audio signal in a time domain.

With the configuration, the teleconferencing system can be
used as a teleconferencing system that can implement a
smooth communication.

Furthermore, the audio coding method according to an
aspect of the present invention may be an audio coding
method for coding an input multi-channel audio signal, the
method including: generating a first downmix signal by
downmixing the input multi-channel audio signal in a time
domain, the first downmix signal being one of a 1-channel
audio signal and a 2-channel audio signal; coding the first
downmix signal generated in the generating of a first down-
mix signal; converting the input multi-channel audio signal
into a multi-channel audio signal in a frequency domain; and
generating spatial information by analyzing the multi-chan-
nel audio signal in the frequency domain, the multi-channel
audio signal being obtained in the converting, and the spatial
information being information for generating a multi-channel
audio signal from a downmix signal.

With the method, the algorithm delay occurring in a pro-
cess of coding an audio signal can be reduced.

Furthermore, the audio decoding method according to an
aspect of the present invention may be an audio decoding
method for decoding a received bit stream into a multi-chan-
nel audio signal, the method including: separating the
received bit stream into a data portion and a parameter por-
tion, the data portion including a coded downmix signal, and
the parameter portion including (i) spatial information for
generating a multi-channel audio signal from a downmix
signal and (ii) downmix compensation information for
adjusting the downmix signal; adjusting the downmix signal
using the downmix compensation information included in the
parameter portion, the downmix signal being obtained from
the data portion and being in a frequency domain; generating
a multi-channel audio signal in the frequency domain from
the downmix signal adjusted in the adjusting, using the spatial
information included in the parameter portion, the downmix
signal being in the frequency domain; and converting the
multi-channel audio signal that is generated in the generating
and is in the frequency domain, into a multi-channel audio
signal in a time domain.

With the method, the multi-channel audio signal with
higher sound quality can be generated.

Furthermore, the program for an audio coding apparatus
according to an aspect of the present invention may be a
program for an audio coding apparatus that codes an input
multi-channel audio signal, wherein the program may cause a
computer to execute the audio coding method.

The program can be used as a program for performing
audio coding processing with lower delay.
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Furthermore, the program for an audio decoding apparatus
may be a program for an audio decoding apparatus that
decodes a received bit stream into a multi-channel audio
signal, wherein the program may cause a computer to execute
the audio decoding method.

The program can be used as a program for generating a
multi-channel audio signal with higher sound quality.

As described above, the present invention can be imple-
mented not only as such an audio coding apparatus and an
audio decoding apparatus, but also as an audio coding method
and an audio decoding method, using characteristic units
included in the audio coding apparatus and the audio decod-
ing apparatus, respectively as steps. Furthermore, the present
invention can be implemented as a program causing a com-
puter to execute such steps. Furthermore, the present inven-
tion can be implemented as a semiconductor integrated cir-
cuit integrated with the characteristic units included in the
audio coding apparatus and the audio decoding apparatus,
such as an LSI. Obviously, such a program can be provided by
recording media, such as a CD-ROM, and via transmission
media, such as the Internet.

Advantageous Effects of Invention

The audio coding apparatus and the audio decoding appa-
ratus according to the present invention can reduce the algo-
rithm delay occurring in a conventional multi-channel audio
coding apparatus and a conventional multi-channel audio
decoding apparatus, and maintain a relationship between a bit
rate and sound quality that is in a trade-off relationship, at
high levels.

In other words, the present invention can reduce the algo-
rithm delay much more than that by the conventional multi-
channel audio coding technique, and thus has an advantage of
enabling the construction of e.g., a teleconferencing system
that provides a real-time communication and a communica-
tion system which brings realistic sensations and in which
transmission of a multi-channel audio signal with lower delay
and high sound quality is a must.

Accordingly, the present invention makes it possible to
transmit and receive a signal with higher sound quality and
lower delay and at a lower bit rate. Thus, the present invention
is highly suitable for practical use, in recent days where
mobile devices, such as cellular phones bring communica-
tions with realistic sensations and audio-visual devices and
teleconferencing systems have widely spread the full-fledged
communication with realistic sensations. The application is
not limited to these devices, and obviously, the present inven-
tion is effective for overall bidirectional communications in
which lower delay amount is a must.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates a configuration of an audio coding appa-
ratus and a delay amount in each constituent element accord-
ing to an embodiment in the present invention.

FIG. 2 illustrates a structure of a bit stream according to an
embodiment in the present invention.

FIG. 3 illustrates a structure of another bit stream accord-
ing to an embodiment in the present invention.

FIG. 4 illustrates a configuration of an audio decoding
apparatus and a delay amount in each constituent element
according to an embodiment in the present invention.

FIG. 5 illustrates parameter sets according to an embodi-
ment in the present invention.

FIG. 6 illustrates a hybrid domain according to an embodi-
ment in the present invention.
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FIG. 7 illustrates a configuration of a conventional multi-
site teleconferencing system.

FIG. 8 illustrates a configuration of conventional audio
coding and decoding apparatuses.

FIG. 9 illustrates a configuration of conventional audio
coding and decoding apparatuses.

DESCRIPTION OF EMBODIMENTS

Hereinafter, Embodiments in the present invention will be
described with reference to the drawings.
[Embodiment 1]

First, Embodiment 1 in the present invention will be
described.

FIG. 1 illustrates an audio coding apparatus according to
Embodiment 1 in the present invention. Furthermore, a delay
amount is shown under each constituent element in FIG. 1.
The delay amount corresponds to a time period between
storage of input signals and output signals. When no plural
input signals is stored between an input and an output, the
delay amount that is negligible is denoted as “0” in FIG. 1.

The audio coding apparatus in FIG. 1 is an audio coding
apparatus that codes a multi-channel audio signal, and
includes a downmix signal generating unit 410, a downmix
signal coding unit 404, a first t-f converting unit 401, an SAC
analyzing unit 402, a second t-f converting unit 405, a down-
mix compensation circuit 406, and a multiplexing device 407.
The downmix signal generating unit 410 includes an arbitrary
downmix circuit 403. The SAC analyzing unit 402 includes a
downmixing unit 408 and a spatial information calculating
unit 409.

The arbitrary downmix circuit 403 arbitrarily downmixes
an input multi-channel audio signal to one of a 1-channel
audio signal and a 2-channel audio signal to generate an
arbitrary downmix signal ADMX.

The downmix signal coding unit 404 codes the arbitrary
downmix signal ADMX generated by the arbitrary downmix
circuit 403.

The second t-f converting unit 405 converts the arbitrary
downmix signal ADMX generated by the arbitrary downmix
circuit 403 in a time domain into a signal in a frequency
domain to generate an intermediate arbitrary downmix signal
IADMX in the frequency domain.

The first t-f converting unit 401 converts the input multi-
channel audio signal in the time domain into a signal in the
frequency domain.

The downmixing unit 408 analyzes the multi-channel
audio signal in the frequency domain obtained by the first t-f
converting unit 401 to generate an intermediate downmix
signal IDMX in the frequency domain.

The spatial information calculating unit 409 generates spa-
tial information by analyzing the multi-channel audio signal
that is obtained by the first t-f converting unit 401 and is in the
frequency domain. The spatial information includes channel
separation information that separates a downmix signal into
signals included in a multi-channel audio signal. The channel
separation information is information indicating relation-
ships between a downmix signal and a multi-channel audio
signal, such as correlation values, and power ratios, and dif-
ferences between phases thereof.

The downmix compensation circuit 406 compares the
intermediate arbitrary downmix signal IADMX and the inter-
mediate downmix signal IDMX to calculate downmix com-
pensation information (DMX cues).

The multiplexing device 407 is an example of a multiplexer
including a mechanism forproviding a single signal from two
or more inputs. The multiplexing device 407 multiplexes, to a
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bit stream, the arbitrary downmix signal ADMX coded by the
downmix signal coding unit 404, the spatial information cal-
culated by the spatial information calculating unit 409, and
the downmix compensation information calculated by the
downmix compensation circuit 406.

As illustrated in FIG. 1, an input multi-channel audio sig-
nal is fed to 2 modules. One of the modules is the arbitrary
downmix circuit 403, and the other is the first t-f converting
unit 401. The t-f converting unit 401, for example, converts
the input multi-channel audio signal into a signal in a fre-
quency domain, using Equation 1.

N-1

sh=Y s(t)cos(%(Zk +l4 g)(Zf +1)

k=0

[Equation 1]

Equation 1 is an example of a modified discrete cosine
transform (MDCT). s(t) represents an input multi-channel
audio signal in a time domain. S(f) represents a multi-channel
audio signal in a frequency domain. t represents the time
domain. f represents the frequency domain. N is the number
of frames.

Although a MDCT is shown in Equation 1 as an example of
an equation used by the first t-f converting unit 401, the
present invention is not limited to Equation 1. There are cases
where a signal is converted into a signal in a pure frequency
domain using the Fast Fourier Transform (FFT) and the
MDCT, and where a signal is converted into a combined
frequency domain that is another frequency domain having a
component in a time axis direction using e.g., the QMF bank.
Thus, the first t-f converting unit 401 holds, in a coded stream,
information indicating which transform domain is used. For
example, the first t-f converting unit 401 holds “01” repre-
senting a combined frequency domain using the QMF bank
and “00” representing a frequency domain using the MDCT,
in respective coded streams.

The downmixing unit 408 in the SAC analyzing unit 402
downmixes the multi-channel audio signal converted into a
signal in a frequency domain, to the intermediate downmix
signal IDMX. The intermediate downmix signal IDMX is one
of a 1-channel audio signal and a 2-channel audio signal, and
is a signal in a frequency domain.

Si(f) [Equation 2]
Sr(f)
Cp Cr Cc Cps Cps
= S
Sioux(f) (DL De Do Dy Dr % SC((?)
Ls
Srs(f)

Equation 2 is an example of a calculation of a downmix
signal. fin Equation 2 represents a frequency domain. S, (f),
Sg(D), S(f), S, (D), and S, (f) represent audio signals in each
channel. S, ,(f) represents the intermediate downmix sig-
nal IDMX. C;, C, C, C;,, Cgy, Dy, Dg, D¢, Dy, and Dy,
represent downmix coefficients.

Here, the downmix coefficients to be used conform to the
International Telecommunication Union (ITU) standard.
Although a downmix coefficient in conformance with the
ITU is generally used for calculating a signal in a time
domain, the downmix coefficient is used for converting a
signal in a frequency domain in Embodiment 1, which differs
from the downmix technique according to the general ITU
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recommendation. There are cases where characteristics of a
multi-channel audio signal may alter the downmix coefficient
herein.

The spatial information calculating unit 409 in the SAC
analyzing unit 402 calculates and quantizes spatial informa-
tion, simultaneously when the downmixing unit 408 in the
SAC analyzing unit 402 downmixes a signal. The spatial
information is used when a downmix signal is separated into
signals included in a multi-channel audio signal.

S( f)i [Equation 3]

TSR

1 n,m

Equation 3 calculates a power ratio between a channel n
and a channel m as an ILD,, . Values assigned to n and m
include 1 corresponding to an [, channel, 2 corresponding to
an R channel, 3 corresponding to a C channel, 4 correspond-
ing to an Ls channel, and 5 corresponding to an Rs channel.
Furthermore, S(f),, and S(f),, represent audio signals in each
channel.

Similarly, a correlation coefficient between the channel n
and the channel m is calculated as ICC, ,, as expressed in
Equation 4.

ICC,, ,, =Corr(S(f),S()rm) [Equation 4]

Values assigned to n and m include 1 corresponding to the
L channel, 2 corresponding to the R channel, 3 corresponding
to the C channel, 4 corresponding to the Ls channel, and 5
corresponding to the Rs channel. Furthermore, S(f), and
S(f),, represent audio signals in each channel. Furthermore,
an operator Corr is expressed by Equation 5.

[Equation 5]

D -Bi-9

\/Z(x;—f)z *\/Z(y;—y)z

x, and y, in Equation 5 respectively represent each element
included in x and y to be calculated using the operator Corr.
Eachof x bar and y bar indicates an average value of elements
included in x and y to be calculated.

As such, the spatial information calculating unit 409 in the
SAC analyzing unit 402 calculates an ILD and an ICC
between channels, quantizes the IL.D and the ICC, and elimi-
nates redundancies thereof using e.g., the Huffman coding
method as necessary to generate spatial information.

The multiplexing device 407 multiplexes the spatial infor-
mation generated by the spatial information calculating unit
409 to a bit stream as illustrated in FIG. 2.

FIG. 2 illustrates a structure of a bit stream according to
Embodiment 1 in the present invention. The multiplexing
device 407 multiplexes the coded arbitrary downmix signal
ADMX and the spatial information to a bit stream. Further-
more, the spatial information includes information SAC_
Param calculated by the spatial information calculating unit
409 and the downmix compensation information calculated
by the downmix compensation circuit 406. Inclusion of the
downmix compensation information in the spatial informa-
tion can maintain compatibility with a conventional audio
decoding apparatus.

Furthermore, LD_flag (a low delay flag) in FIG. 2 is a flag
indicating whether or not a signal is coded by the audio
coding method according to an implementation of the present

Corr(x, y) =
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invention. The multiplexing device 407 in the audio coding
apparatus adds LD_flag so that the audio decoding apparatus
can easily determine whether a signal is added with the down-
mix compensation information. Furthermore, the audio
decoding apparatus may perform decoding that results in
lower delay by skipping the added downmix compensation
information.

Although a power ratio and a correlation coefficient
between channels of an input multi-channel audio signal are
used as spatial information in Embodiment 1, the present
invention is not limited to such, and the spatial information
may be a coherence between input multi-channel audio sig-
nals and a difference between absolute values.

Furthermore, NPL 1 describes the details of employing the
MPEG surround standard as the SAC standard. The Interaural
Correlation Coefficient (ICC) in NPL 1 corresponds to cor-
relation information between channels, whereas Interaural
Level Difference (ILD) corresponds to a power ratio between
channels. Interaural Time Difference (ITD) in FIG. 2 corre-
sponds to information of a time difference between channels.

Next, functions of the arbitrary downmix circuit 403 will
be described.

The arbitrary downmix circuit 403 arbitrarily downmixes a
multi-channel audio signal in a time domain to calculate the
arbitrary downmix signal ADMX that is one of a 1-channel
audio signal and a 2-channel audio signal in the time domain.
The downmix processes are, for example, in accordance with
ITU Recommendation BS.775-1 (Non Patent Literature 5).

s(t)y [Equation 6]
s(tlg
s ( (CL Crp Cc Cus CRS] ®
apmx (@) = | s
Dy Dp Dc Dis Dgs

S(Dps

Equation 6 is an example of a calculation of a downmix
signal. tin Equation 6 represents a time domain. Furthermore,
s(D)z, s(Oz, S(D¢, s(t);, and s(t),, represent audio signals in
each channel. S, (t) represents the arbitrary downmix
signal ADMX. C,,C,C.,C;,C5., D;, D, D, D, and Dy,
represent downmix coefficients. According to an implemen-
tation of the present invention, the multiplexing device 407
may transmit a downmix coefficient assigned to each of the
audio coding apparatuses as part of a bit stream as illustrated
in FIG. 3. Furthermore, with provision of sets of downmix
coeflicients, the multiplexing device 407 may multiplex, to a
bit stream, information for switching between the downmix
coefficients, and transmit the bit stream.

FIG. 3 illustrates a structure of a bit stream that is different
from the bit stream in FIG. 2, according to Embodiment 1 in
the present invention. The bit stream in FIG. 3 is a bit stream
in which the coded arbitrary downmix signal ADMX and the
spatial information are multiplexed, as the bit stream in F1G.
2. Furthermore, the spatial information includes information
SAC_Param calculated by the spatial information calculating
unit 409 and the downmix compensation information calcu-
lated by the downmix compensation circuit 406. The bit
stream in FIG. 3 further includes information DMX_flag
indicating information of a downmix coefficient and a pattern
of the downmix coefficient.

For example, 2 patterns of downmix coefficients are pro-
vided. One of the patterns is a coefficient in accordance with
the ITU recommendation, and the other is a coefficient
defined by the user. The multiplexing device 407 describes 1
bit of additional information in a bit stream, and transmits the
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1 bit information as “0” in accordance with the ITU recom-
mendation. When a coefficient is defined by the user, the
multiplexing device 407 transmits the 1 bit information as
“17, and holds the coefficient defined by the user in a position
subsequent to “1” in the case where the 1 bit information is
represented by “1”. For example, when the arbitrary down-
mix sighal ADMX is monaural, the bit stream holds a length
of the downmix coefficient (when the original signal is a 5.1
channel signal, the multiplexing device 407 holds “6™). Sub-
sequently, the actual downmix coefficient is held as a fixed
number of bits. When the original signal is a 5.1 channel
signal and is 16-bit wide, a total 96-bit downmix coefficient is
described in the bit stream. When the arbitrary downmix
signal ADMX is stereo, the bit stream holds a length of the
downmix coefficient (when the original signalisa 5.1 channel
signal, the multiplexing device 407 holds “12”). Subse-
quently, the actual downmix coefficient is held as a fixed
number of bits.

The downmix coefficient may be held as a fixed number of
bits and as a variable number of bits. In such a case, the
information indicating the length ofbits held for the downmix
coefficient is stored in a bit stream.

The audio decoding apparatus holds pattern information of
downmix coefficients. Only reading the pattern information,
the audio decoding apparatus can decode signals without
redundant processing, such as reading the downmix coeffi-
cient itself. No redundant processing brings an advantage of
decoding with lower power consumption.

The arbitrary downmix circuit 403 downmixes a signal in
such a manner. Then, the downmix signal coding unit 404
codes the arbitrary downmix signal ADMX of one of 1-chan-
nel and 2-channel at a predetermined bit rate and in accor-
dance with a predetermined coding standard. Furthermore,
the multiplexing device 407 multiplexes the coded signal to a
bit stream, and transmits the bit stream to the audio decoding
apparatus.

On the other hand, the second t-f converting unit 405 con-
verts the arbitrary downmix signal ADMX into a signal in a
frequency domain to generate the intermediate arbitrary
downmix signal [ADMX.

N-1

Sapux (f) = Z S apx (£)cos

k=0

Zikr1e=
ZN'\ 2

7 N ) [Equation 7]
er+D ]

Equation 7 is an example of a MDCT to be used for con-
verting a signal into a signal in a frequency domain. t in
Equation 7 represents a time domain. frepresents a frequency
domain. N is the number of frames. S , 5, (f) represents the
arbitrary downmix signal ADMX. S;,,,,.(f) represents the
intermediate arbitrary downmix signal IADMX.

The conversion employed in the second t-f converting unit
405 may be the MDCT expressed in Equation 7, the FFT, and
the QMF bank.

Although the second t-f converting unit 405 and the first t-f
converting unit 401 desirably perform the same type of a
conversion, different types of conversions may be used when
it is determined that coding and decoding may be simplified
using the different types of conversions (for example, a com-
bination of the FFT and the QMF bank and a combination of
the FFT and the MDCT). The audio coding apparatus holds,
in a bit stream, information indicating whether t-f conversions
are of the same type or of different types, and information
which conversion is used when the different types of t-f
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conversions are used. The audio decoding apparatus imple-
ments decoding based on such information.

The downmix signal coding unit 404 codes the arbitrary
downmix signal ADMX. The MPEG-AAC standard
described in NPL 1 is employed as the coding standard
herein. Since the coding standard in the downmix signal
coding unit 404 is not limited to the MPEG-AAC standard,
the standard may be a lossy coding standard, such as the MP3
standard, and a lossless coding standard, such as the MPEG-
ALS standard. When the coding standard in the downmix
signal coding unit 404 is the MPEG-AAC standard, the audio
coding apparatus has 2048 samples as the delay amount (the
audio decoding apparatus has 1024 samples).

The coding standard of the downmix signal coding unit 404
according to an implementation of the present invention has
no particular restriction on the bit rate, and is more suitable to
be used as the orthogonal transformation, such as the MDCT
and FFT.

SppasdD) and S, () that can be calculated in parallel
are calculated in parallel. Thus, the total delay amount in the
audio coding apparatus can be reduced from D0+D1+D2+D3
to max (D0+D1, D3). In particular, the audio coding appara-
tus according to an implementation of the present invention
reduces the total delay amount through downmix coding in
parallel with the SAC analysis.

The audio decoding apparatus according to an implemen-
tation of the present invention can reduce an amount of t-f
converting processing before the SAC synthesis unit 505
generates a multi-channel audio signal, and reduce the delay
amount from D4+D0+D5+D2 to D5+D2 by intermediately
performing downmix decoding.

Next, the audio decoding apparatus will be described.

FIG. 4 illustrates an example of an audio decoding appa-
ratus according to Embodiment 1 in the present invention.
Furthermore, a delay amount is shown under each constituent
element in FIG. 4. The delay amount corresponds to a time
period between storage of input signals and output signals as
shown in FIG. 1. Furthermore, when no plural signals is
stored between an input and an output, the delay amount that
is negligible is denoted as “0” in FIG. 4, as shown in FIG. 1.

The audio decoding apparatus in FIG. 4 is an audio decod-
ing apparatus that decodes a received bit stream into a multi-
channel audio signal.

Furthermore, the audio decoding apparatus in FIG. 4
includes: a demultiplexing device 501 that separates the
received bit stream into a data portion and a parameter por-
tion; a downmix signal intermediate decoding unit 502 that
dequantizes a coded stream in the data portion and calculates
a signal in a frequency domain; a domain converting unit 503
that converts the calculated signal in the frequency domain
into another signal in the frequency domain as necessary; a
downmix adjustment circuit 504 that adjusts the signal con-
verted into the signal in the frequency domain, using down-
mix compensation information included in the parameter por-
tion; a multi-channel signal generating unit 507 that generates
a multi-channel audio signal from the signal adjusted by the
downmix adjustment circuit 504 and spatial information
included in the parameter portion; and an f-t converting unit
506 that converts the generated multi-channel audio signal
into a signal in a time domain.

Furthermore, the multi-channel signal generating unit 507
includes an SAC synthesis unit 505 that generates a multi-
channel audio signal in accordance with the SAC standard.

The demultiplexing device 501 is an example of a demul-
tiplexer that provides signals from a single input signal, and is
anexample of aseparating unit that separates the single signal
into the signals. The demultiplexing device 501 separates the
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bit stream generated by the audio coding apparatus illustrated
in FIG. 1 into a downmix coded stream and spatial informa-
tion.

The demultiplexing device 501 separates the bit stream
using length information of (i) the downmix coded stream and
(i1) a coded stream of the spatial information. Here, (i) and (ii)
are included in the bit stream.

The downmix signal intermediate decoding unit 502 gen-
erates a signal in a frequency domain by dequantizing the
downmix coded stream separated by the demultiplexing
device 501. No delay circuit is present in these processes, and
thus no delay occurs. The downmix signal intermediate
decoding unit 502 calculates a coefficient in a frequency
domain in accordance with the MPEG-AAC standard (a
MDCT coefficient in accordance with the MPEG-AAC stan-
dard) through processing upstream a filter bank described in
FIG. 0.2-MPEG-2 AAC Decoder Block Diagram included in
NPL 1, for example. In other words, the audio decoding
apparatus according to an implementation of the present
invention differs from the conventional audio decoding appa-
ratus in decoding without any process in the filter bank.
Althougha delay occurs ina delay circuit included in the filter
bank in the conventional audio decoding apparatus, the down-
mix signal intermediate decoding unit 502 according to an
implementation of the present invention does not need a filter
bank, and thus no delay occurs.

The domain converting unit 503 converts the signal that is
in the frequency domain and is obtained through downmix
intermediate decoding by the downmix signal intermediate
decoding unit 502, into a signal in another frequency domain
for adjusting a downmix signal as necessary.

More specifically, the domain converting unit 503 per-
forms conversion to a domain in which downmix compensa-
tion is performed, using downmix compensation domain
information that indicates a frequency domain and is included
in the coded stream. The downmix compensation domain
information is information indicating in which domain the
downmix compensation is performed. For example, the audio
coding apparatus codes, as the downmix compensation
domain information, “01” in a QMF bank, “00” inan MDCT
domain, and “10” inan FFT domain, and the domain convert-
ing unit 503 determines which domain the downmix compen-
sation is performed by receiving the downmix compensation
domain information.

Next, the downmix adjustment circuit 504 adjusts a down-
mix signal obtained by the domain converting unit 503 using
the downmix compensation information calculated by the
audio coding apparatus. In other words, the downmix adjust-
ment circuit 504 calculates an approximate value of a fre-
quency domain coefficient of the intermediate downmix sig-
nal IDMX. The adjustment method that depends on the
coding standard of the downmix compensation information
will be described later.

The SAC synthesis unit 505 separates the intermediate
downmix signal IDMX adjusted by the downmix adjustment
circuit 504 using e.g., the ICC and the ILD included in the
spatial information, into a multi-channel audio signal in a
frequency domain.

The f-t converting unit 506 converts the resulting signal
into a multi-channel audio signal in a time domain, and repro-
duces the multi-channel audio signal. Here, the f-t converting
unit 506 uses a filter bank, such as Inverse Modified Discrete
Cosine Transform (IMDCT).

NPL 1 describes the details of employing the MPEG sur-
round standard as the SAC standard in the SAC synthesis unit
505.
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In the audio decoding apparatus having such a configura-
tion, a delay occurs in the SAC synthesis unit 505 and the f-t
converting unit 506 each including a delay circuit. The delay
amounts are respectively denoted as D5 and D2.

Comparison between the conventional SAC decoding
apparatus in FIG. 9 and the audio decoding apparatus accord-
ing to an implementation of the present invention (FIG. 4)
clarifies the differences in the configurations. As illustrated in
FIG. 9, the downmix signal decoding unit 209 in the conven-
tional SAC decoding apparatus includes an f-t converting unit
which causes a delay of D4 samples. Furthermore, since the
SAC synthesis unit 211 calculates a signal in a frequency
domain, it needs the t-f converting unit 210 that converts an
output of the downmix signal decoding unit 209 temporarily
into a signal in a frequency domain, and the conversion causes
a delay of D0 samples. Thus, the total delay in the audio
decoding apparatus amounts to D4+D0+D5+D2 samples.

On the other hand, in FIG. 4 according to an implementa-
tion of the present invention, the total delay amount is
obtained by adding D5 samples that is a delay amount in the
SAC synthesis unit 505 and D2 samples that is a delay amount
in the -t converting unit 506. Thus, compared to the conven-
tional example in FIG. 9, the audio decoding apparatus
reduces a delay of D4+D0 samples.

Next, operations of the downmix compensation circuit 406
and the downmix adjustment circuit 504 will be described.

First, the significance of the downmix compensation cir-
cuit 406 in Embodiment 1 will be described by pointing out
the problems in the prior art.

FIG. 8 illustrates a configuration of a conventional SAC
coding apparatus.

The downmixing unit 203 downmixes a multi-channel
audio signal in a frequency domain to the intermediate down-
mix signal IDMX that is one of a 1-channel audio signal and
a 2-channel audio signal in the frequency domain. The down-
mix method includes a method recommended by the ITU.
The f-t converting unit 204 converts the intermediate down-
mix signal IDMX thatis one of the 1-channel audio signal and
the 2-channel audio signal in the frequency domain into a
downmix signal DMX that is one of a 1-channel audio signal
and a 2-channel audio signal in a time domain.

The downmix signal coding unit 205 codes the downmix
signal DMX, for example, in accordance with the MPEG-
AAC standard. Here, the downmix signal coding unit 205
performs an orthogonal transformation from the time domain
to a frequency domain. Thus, the conversion between the time
domain and the frequency domain in the f-t converting unit
204 and the downmix signal coding unit 205 causes an enor-
mous delay.

Thus, focusing on a feature that the downmix signal that is
in the frequency domain and is generated by the downmix
signal coding unit 205 is of the same type as that of the
intermediate downmix signal IDMX generated by the SAC
analyzing unit 202, the f-t converting unit 204 is eliminated
from the SAC coding apparatus. Then, the arbitrary downmix
circuit 403 illustrated in FIG. 1 is provided as a circuit for
downmixing a multi-channel audio signal to one of a 1-chan-
nel audio signal and a 2-channel audio signal, in a time
domain. Furthermore, the second t-f converting unit 405 is
provided for performing the same processing as conversion in
the downmix signal coding unit 205 from a time domain to a
frequency domain.

Here, there is a difference between (i) the original down-
mix signal DMX obtained by converting the intermediate
downmix signal IDMX in a frequency domain into the down-
mix signal in a time domain using the {-t converting unit 204
in FIG. 8 and (ii) the intermediate arbitrary downmix signal
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TIADMX which is one of a 1-channel audio signal and a
2-channel audio signal that is in the time domain and is
obtained by the arbitrary downmix circuit 403 and the second
t-f converting unit 405 in FIG. 1. Thus, the difference causes
degradation in sound quality.

Thus, the downmix compensation circuit 406 is provided
as a circuit for compensating the difference in Embodiment 1.
Thus, the degradation in sound quality is prevented. Further-
more, the downmix compensation circuit 406 can reduce the
delay amount in the conversion by the f-t converting unit 204
from the frequency domain to the time domain.

Next, the configuration of the downmix compensation cir-
cuit 406 according to Embodiment 1 will be described. The
assumption herein is that M frequency domain coefficients
can be calculated in each of coding frames and decoding
frames.

The SAC analyzing unit 402 downmixes a multi-channel
audio signal in a frequency domain to the intermediate down-
mix signal IDMX. The frequency domain coefficient corre-
sponding to the intermediate downmix signal IDMX is
expressed as x(n)(n=0,1, ..., M-1).

On the other hand, the second t-f converting unit 405 con-
verts the arbitrary downmix signal ADMX generated by the
arbitrary downmix circuit 403 into the intermediate arbitrary
downmix signal IADMX that is a signal in a frequency
domain. The frequency domain coefficient corresponding to
the intermediate arbitrary downmix signal IADMX is
expressed as y(n)(n=0, 1, ..., M-1).

The downmix compensation circuit 406 calculates the
downmix compensation information using the intermediate
downmix signal IDMX and the intermediate arbitrary down-
mix signal IADMX. The calculation processes of the down-
mix compensation circuit 406 according to Embodiment 1 are
as follows.

When a frequency domain is a pure frequency domain, a
frequency resolution that is relatively imprecise is given to
cue information that is the spatial information and the down-
mix compensation information. Sets of frequency domain
coeflicients grouped according to each frequency resolution
are referred to as parameter sets. Each of the parameter sets
usually includes at least one frequency domain coefficient.
All representations of downmix compensation information
are assumed to be determined according to the same structure
as that of the spatial information in the present invention in
order to simplify the combinations of the spatial information.
Obviously, the downmix compensation information and the
spatial information may be structured differently.

The downmix compensation information calculated by
scaling is expressed as Equation 8.

> 2w [Equation 8]
ne ps;
Gloyj = ———— fori=0,1,... ,N-1
)
ns ps;
Here, G, represents downmix compensation informa-

tion indicating a power ratio between the intermediate down-
mix signal IDMX and the intermediate arbitrary downmix
signal IADMX. x(n) is a frequency domain coefficient of the
intermediate downmix signal IDMX. y(n) is a frequency
domain coefficient of the intermediate arbitrary downmix
signal IADMX. ps, represents each parameter set, and is more
specifically a subset ofaset {0,1,...,M-1}. N represents the
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number of subsets obtained by dividing the set {0,1, . . .,
M-1} having M elements, and represents the number of
parameter sets.

In other words, as illustrated in FIG. 5, the downmix com-
pensation circuit 406 calculates G, , that represents N pieces
of downmix compensation information, using x(n) and y(n)
each of which represents M frequency domain coefficients.

The calculated Gy, , is quantized, and is multiplexed to a
bit stream by eliminating the redundancies using the Huffman
coding method as necessary.

The audio decoding apparatus receives the bit stream, and
calculates an approximate value of a frequency domain coef-
ficient of the intermediate downmix signal IDMX, using (i)
y(n) that is a frequency domain coefficient of the decoded
intermediate arbitrary downmix signal JADMX and (i1) the
received G, ; that represents the downmix compensation

lev,i

information.
Krn)=y(m)V G, , for neps,and i=0,1, ..., N-1

Here, the left part of Equation 9 represents an approximate
value of a frequency domain coefficient of the intermediate
downmix signal IDMX. ps; represents each parameter set. N
represents the number of the parameter sets.

The downmix adjustment circuit 504 of the audio decoding
apparatus in FIG. 4 performs calculation in Equation 9. As
such, the audio decoding apparatus calculates the approxi-
mate value of the frequency domain coefficient of the inter-
mediate downmix signal IDMX (left part of Equation 9),
using (i) y(n) that is a frequency domain coefficient of the
intermediate arbitrary downmix signal JADMX obtained
from a bit stream and (ii) G,,, , that represents the downmix
compensation information. The SAC synthesis unit 505 gen-
erates a multi-channel audio signal from the approximate
value of the frequency domain coefficient of the intermediate
downmix signal IDMX. The f-t converting unit 506 converts
the multi-channel audio signal in a frequency domain into a
multi-channel audio signal in a time domain.

The audio decoding apparatus according to Embodiment 1
implements efficient decoding using Gy, that represents the
downmix compensation information for each parameter set.

The audio decoding apparatus reads LD_flag in FIG. 2, and
when LD_flag indicates the downmix compensation informa-
tion added with LD_flag, the downmix compensation infor-
mation may be skipped. The skipping may cause degradation
in sound quality, but can lead to decoding a signal with lower
delay.

The audio coding apparatus and the audio decoding appa-
ratus having the aforementioned configurations (1) parallel-
ize a part of the calculation processes, (2) share a part of the
filter bank, and (3) newly add a circuit for compensating the
sound degradation caused by (1) and (2) and transmit auxil-
iary information for compensating the sound degradation as a
bit stream. The configurations make it possible to reduce the
algorithm delay amount in halfthan that by the SAC standard
represented by the MPEG surround standard that enables
transmission of a signal with higher sound quality at an
extremely lower bit rate but with higher delay, and to guar-
antee sound quality equivalent to that of the SAC standard.
(Embodiment 2)

Hereinafter, a downmix compensation circuit and a down-
mix adjustment circuit according to Embodiment 2 in the
present invention will be described with reference to the
drawings.

Although the base configurations of an audio coding appa-
ratus and an audio decoding apparatus according to Embodi-
ment 2 are the same as those of the audio coding apparatus
and the audio decoding apparatus according to Embodiment

[Equation 9]
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1 that are shown in FIGS. 1 and 4, operations of the downmix
compensation circuit 406 are different in Embodiment 2,
which will be described in detail hereinafter.

The operations of the downmix compensation circuit 406
according to Embodiment 2 will be described.

First, the significance of the downmix compensation cir-
cuit 406 in Embodiment 2 will be described by pointing out
the problems in the prior art.

FIG. 8 illustrates a configuration of a conventional SAC
coding apparatus.

The downmixing unit 203 downmixes a multi-channel
audio signal in a frequency domain to an intermediate down-
mix signal IDMX that is one of a 1-channel audio signal and
a 2-channel audio signal in the frequency domain. The down-
mix method includes a method recommended by the ITU.
The f-t converting unit 204 converts the intermediate down-
mix signal IDMX that s one of the 1-channel audio signal and
the 2-channel audio signal in the frequency domain into a
downmix signal DMX that is one of a 1-channel audio signal
and a 2-channel audio signal in a time domain.

The downmix signal coding unit 205 codes the downmix
sighal DMX, for example, in accordance with the MPEG-
AAC standard. Here, the downmix signal coding unit 205
performs an orthogonal transformation from the time domain
to a frequency domain. Thus, the conversion between the time
domain and the frequency domain by the f-t converting unit
204 and the downmix signal coding unit 205 causes an enor-
mous delay.

Thus, focusing on a feature that the downmix signal in the
frequency domain that is generated by the downmix signal
coding unit 205 is of the same type as that of the intermediate
downmix signal IDMX generated by the SAC analyzing unit
202, the f-t converting unit 204 is eliminated from the SAC
coding apparatus. Then, the arbitrary downmix circuit 403
illustrated in FIG. 1 is provided as a circuit for downmixing a
multi-channel audio signal to one of a 1-channel audio signal
and a 2-channel audio signal, in a time domain. Furthermore,
the second t-f converting unit 405 is provided for performing
the same processing as conversion in the downmix signal
coding unit 205 from a time domain to a frequency domain.

Here, there is a difference between (i) the original down-
mix signal DMX obtained by converting the intermediate
downmix signal IDMX in a frequency domain into the down-
mix signal in a time domain using the f-t converting unit 204
in FIG. 8 and (ii) the intermediate arbitrary downmix signal
IADMX that is one of a 1-channel audio signal and a 2-chan-
nel audio signal in the time domain obtained by the arbitrary
downmix circuit 403 and the second t-f converting unit 405 in
FIG. 1. Thus, the difference causes degradation in sound
quality.

Thus, the downmix compensation circuit 406 is provided
as a circuit for compensating the difference in Embodiment 2.
Thus, the degradation in sound quality is prevented. Further-
more, the downmix compensation circuit 406 can reduce the
delay amount in the conversion by the f-t converting unit 204
from the frequency domain to the time domain.

Next, the configuration of the downmix compensation cir-
cuit 406 according to Embodiment 2 will be described. The
assumption herein is that M frequency domain coefficients
can be calculated in each of coding frames and decoding
frames.

The SAC analyzing unit 402 downmixes a multi-channel
audio signal in a frequency domain to the intermediate down-
mix signal IDMX. The frequency domain coefficients corre-
sponding to the intermediate downmix signal IDMX is
expressed as x(n)(n=0,1, . . ., M-1).
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On the other hand, the second t-f converting unit 405 con-
verts the arbitrary downmix signal ADMX generated by the
arbitrary downmix circuit 403 into the intermediate arbitrary
downmix signal JADMX that is a signal in a frequency
domain. The frequency domain coefficient corresponding to
the intermediate arbitrary downmix signal IADMX is
expressed as y(n)(n=0,1, . .., M-1).

The downmix compensation circuit 406 calculates the
downmix compensation information using the intermediate
downmix signal IDMX and the intermediate arbitrary down-
mix signal IADMX. The calculation processes of the down-
mix compensation circuit 406 according to Embodiment 2 are
as follows.

When a frequency domain is a pure frequency domain, a
frequency resolution that is relatively imprecise is given to
cue information that is the spatial information and the down-
mix compensation information. Sets of frequency domain
coefficients grouped according to each frequency resolution
are referred to as parameter sets. Each of the parameter sets
usually includes at least one frequency domain coefficient.
All representations of downmix compensation information
are assumed to be determined according to the same structure
as that of the spatial information in the present invention in
order to simplify the combinations of the spatial information.
Obviously, the downmix compensation information and the
spatial information may be structured differently.

When the MPEG surround standard is employed as the
SAC standard, the QMF bank is used for conversion from a
time domain to a frequency domain. As illustrated in FIG. 6,
the conversion using the QMF bank results in a hybrid domain
that is a frequency domain having a component in the time
axis direction. x(n) that is a frequency domain coefficient of
the intermediate downmix signal IDMX and y(n) that is a
frequency domain coefficient of the intermediate arbitrary
downmix signal IADMX are respectively expressed as x(m,
hb) and y(m,hb)(m=0,1, .. ., M-1, hb=0,1, .. ., HB-1) that
are expressions of the frequency domain coefficients obtained
through temporal decomposition.

The spatial information is calculated based on a combined
parameter (PS-PB) obtained from a parameter band and a
parameter set. As illustrated in FIG. 6, each combined param-
eter (PS-PB) generally includes time slots and hybrid bands.
Insuch a case, the downmix compensation circuit 406 calcu-
lates the downmix compensation information using Equation
10.

*2(m, hb) [Equation 10]
me ps; hbeph;
Gipyj= ——————- fori=0,1,... ,N-1
lev,i T 7B ori=0,1, R
me ps;,hbepb;
Here, Gy, is downmix compensation information indicat-

ing a power ratio between the intermediate downmix signal
IDMX and the intermediate arbitrary downmix signal
TADMX. ps; represents each parameter set. pb, represents a
parameter band. N represents the number of combined
parameters (PS-PB). x(m,hb) represents a frequency domain
coeflicient of the intermediate downmix signal IDMX. y(m,
hb) represents a frequency domain coefficient of the interme-
diate arbitrary downmix signal IADMX.

In other words, as in FIG. 6, the downmix compensation
circuit 406 calculates G, , that is the downmix compensation
information corresponding to the N combined parameters
(PS-PB), using x(m,hb) and y(m,hb) that respectively repre-
sent M time slots and HB hybrid bands.
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The multiplexing device 407 multiplexes the calculated
downmix compensation information to a bit stream and trans-
mits the bit stream.

Then, the downmix adjustment circuit 504 of the audio
decoding apparatus in FIG. 4 calculates an approximate value
of the frequency domain coefficient of the intermediate
downmix signal IDMX using Equation 11.

J?(m,hb)=y(m,hb)-\/GlevJ for meps,, hbepb,; and i=0,1, .

.., N-1 [Equation 11]

Here, the left part of Equation 11 represents the approxi-
mate value of the frequency domain coefficient of the inter-
mediate downmix signal IDMX. Here, G,,,, is downmix
compensation information indicating a power ratio between
the intermediate downmix signal IDMX and the intermediate
arbitrary downmix signal TADMX. ps, represents a parameter
set. pb, represents a parameter band. N represents the number
of combined parameters (PS-PB).

The downmix adjustment circuit 504 of the audio decoding
apparatus in FIG. 4 performs calculation in Equation 11. As
such, the audio decoding apparatus calculates the approxi-
mate value of the frequency domain coefficient of the inter-
mediate downmix signal IDMX (left part of Equation 11),
using (i) y(m,hb) that is a frequency domain coefficient of the
intermediate arbitrary downmix signal JADMX obtained
from a bit stream and (ii) G,,, that represents the downmix
compensation information. The SAC synthesis unit 505 gen-
erates a multi-channel audio signal from the approximate
value of the frequency domain coefficient of the intermediate
downmix signal IDMX. The f-t converting unit 506 converts
the multi-channel audio signal in a frequency domain into a
multi-channel audio signal in a time domain.

The audio decoding apparatus according to Embodiment 2
implements efficient decoding using G, that represents the
downmix compensation information for each of the com-
bined parameters (PS-PB).

The audio coding apparatus and the audio decoding appa-
ratus having the aforementioned configurations (1) parallel-
ize a part of the calculation processes, (2) share a part of the
filter bank, and (3) newly add a circuit for compensating the
sound degradation caused by (1) and (2) and transmit auxil-
iary information for compensating the sound degradation as a
bit stream. The configurations make it possible to reduce the
algorithm delay amount in halfthan that by the SAC standard
represented by the MPEG surround standard that enables
transmission of a signal with higher sound quality at an
extremely lower bit rate but with higher delay, and to guar-
antee sound quality equivalent to that of the SAC standard.
(Embodiment 3)

Hereinafter, a downmix compensation circuit and a down-
mix adjustment circuit according to Embodiment 3 in the
present invention will be described with reference to the
drawings.

Although the base configurations of an audio coding appa-
ratus and an audio decoding apparatus according to Embodi-
ment 3 are the same as those of the audio coding apparatus
and the audio decoding apparatus according to Embodiment
1 that are illustrated in FIGS. 1 and 4, operations of the
downmix compensation circuit 406 are different in Embodi-
ment 3, which will be described in detail hereinafter.

The operations of the downmix compensation circuit 406
according to Embodiment 3 will be described.

First, the significance of the downmix compensation cir-
cuit 406 in Embodiment 3 will be described by pointing out
the problems in the prior art.

FIG. 8 illustrates the configuration of the conventional
SAC coding apparatus.
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The downmixing unit 203 downmixes a multi-channel
audio signal in a frequency domain to the intermediate down-
mix signal IDMX that is one of a 1-channel audio signal and
a 2-channel audio signal in the frequency domain. The down-
mix method includes a method recommended by the ITU.
The f-t converting unit 204 converts the intermediate down-
mix signal IDMX thatis one of the 1-channel audio signal and
the 2-channel audio signal in the frequency domain into a
downmix signal DMX that is one of'a 1-channel audio signal
and a 2-channel audio signal in a time domain.

The downmix signal coding unit 205 codes the downmix
signal DMX, for example, in accordance with the MPEG-
AAC standard. Here, the downmix signal coding unit 205
performs an orthogonal transformation from the time domain
to a frequency domain. Thus, the conversion between the time
domain and the frequency domain by the f-t converting unit
204 and the downmix signal coding unit 205 causes an enor-
mous delay.

Thus, focusing on a feature that the downmix signal in the
frequency domain that is generated by the downmix signal
coding unit 205 is of the same type as that of the intermediate
downmix signal IDMX generated by the SAC analyzing unit
202, the f-t converting unit 204 is eliminated from the SAC
coding apparatus. Then, the arbitrary downmix circuit 403
illustrated in FIG. 1 is provided as a circuit for downmixing a
multi-channel audio signal to one of a 1-channel audio signal
and a 2-channel audio signal, in a time domain. Furthermore,
the second t-f converting unit 405 is provided for performing
the same processing as conversion in the downmix signal
coding unit 205 from a time domain to a frequency domain.

Here, there is a difference between (i) the original down-
mix signal DMX obtained by converting the intermediate
downmix signal IDMX in a frequency domain into the down-
mix signal in a time domain using the f-t converting unit 204
in FIG. 8 and (ii) the intermediate arbitrary downmix signal
TADMX that is one of a 1-channel audio signal and a 2-chan-
nel audio signal in the time domain obtained by the arbitrary
downmix circuit 403 and the second t-f converting unit 405 in
FIG. 1. Thus, the difference causes degradation in sound
quality.

Thus, the downmix compensation circuit 406 is provided
as a circuit for compensating the difference in Embodiment 3.
Thus, the degradation in sound quality is prevented. Further-
more, the downmix compensation circuit 406 can reduce the
delay amount in the conversion by the f-t converting unit 204
from the frequency domain to the time domain.

Next, the configuration of the downmix compensation cir-
cuit 406 according to Embodiment 3 will be described. The
assumption herein is that M frequency domain coefficients
can be calculated in each of coding frames and decoding
frames.

The SAC analyzing unit 402 downmixes a multi-channel
audio signal in a frequency domain to the intermediate down-
mix signal IDMX. The frequency domain coefficient corre-
sponding to the intermediate downmix signal IDMX is
expressed as x(n)(n=0,1, ..., M-1).

On the other hand, the second t-f converting unit 405 con-
verts the arbitrary downmix signal ADMX generated by the
arbitrary downmix circuit 403 into the intermediate arbitrary
downmix signal IADMX that is a signal in a frequency
domain. The frequency domain coefficient corresponding to
the intermediate arbitrary downmix signal IADMX is
expressed as y(n)(n=0,1, . .., M-1).

The downmix compensation circuit 406 calculates the
downmix compensation information using the intermediate
downmix signal IDMX and the intermediate arbitrary down-
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mix signal IADMX. The calculation processes of the down-
mix compensation circuit 406 according to Embodiment 3 are
as follows.

When a frequency domain is a pure frequency domain, the
downmix compensation circuit 406 calculates G, that is
downmix compensation information as a difference between
the intermediate downmix signal IDMX and the intermediate
arbitrary downmix signal IADMX using Equation 12.

G, m=x(m)-ym)n=0,1,. .., M-1 [Equation 12]

G,,, in Equation 12 is the downmix compensation infor-
mation indicating the difference between the intermediate
downmix signal IDMX and the intermediate arbitrary down-
mix signal IADMX. x(n) is a frequency domain coefficient of
the intermediate downmix signal IDMX. y(n) is a frequency
domain coefficient of the intermediate arbitrary downmix
signal IADMX. M is the number of frequency domain coef-
ficients calculated in each of coding frames and decoding
frames.

A residual signal obtained by Equation 12 is quantized as
necessary, and the redundancies are eliminated from the
quantized residual signal using the Huffman coding method,
and the signal multiplexed to a bit stream is transmitted to the
audio decoding apparatus.

The number of results on the difference calculation in
Equation 12 becomes large because no parameter set and
others described in Embodiment 1 are used. Thus, the bit rate
becomes higher, depending on the coding standard to be
employed on the resulting residual signal. Thus, when the
downmix compensation information is coded, increase in the
bitrate is minimized using, for example, a vector quantization
method in which the residual signal is used as a simple num-
ber stream. Since there is no need to transmit stored signals
when the residual signal is coded and decoded, obviously,
there is no algorithm delay.

The downmix adjustment circuit 504 of the audio decoding
apparatus calculates an approximate value of the frequency
domain coeflicient of the intermediate downmix signal
IDMX by Equation 13, using G,,, that is a residual signal and
y(n) that is the frequency domain coefficient of the interme-
diate arbitrary downmix signal IADMX.

)=y G,. m)n=0,1, ..., M-1 [Equation 13]

Here, the left part of Equation 13 represents an approxi-
mate value of a frequency domain coefficient of the interme-
diate downmix signal IDMX. M is the number of frequency
domain coefficients calculated in each of coding frames and
decoding frames.

The downmix adjustment circuit 504 of the audio decoding
apparatus in FIG. 4 performs calculation in Equation 13. As
such, the audio decoding apparatus calculates the approxi-
mate value of the frequency domain coefficient of the inter-
mediate downmix signal IDMX (left part of Equation 13),
using (i) y(n) that is a frequency domain coefficient of the
intermediate arbitrary downmix signal IADMX obtained
from a bit stream and (ii) G, that represents the downmix
compensation information. The SAC synthesis unit 505 gen-
erates a multi-channel audio signal from the approximate
value of the frequency domain coefficient of the intermediate
downmix signal IDMX. The f-t converting unit 506 converts
the multi-channel audio signal in a frequency domain into a
multi-channel audio signal in a time domain.

When the frequency domain is a hybrid domain between a
frequency domain and a time domain, the downmix compen-
sation circuit 406 calculates the downmix compensation
information using Equation 14.

G, oo(mhb)=(x(m,hb)-y(mhb)) form=0.1, ..., M-1;
hb=0,1 HB-1 [Equation 14]
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G,,, in Equation 14 is the downmix compensation infor-
mation indicating the difference between the intermediate
downmix signal IDMX and the intermediate arbitrary down-
mix signal TADMX. x(m,hb) represents a frequency domain
coefficient of the intermediate downmix signal IDMX. y(m,
hb) represents a frequency domain coefficient of the interme-
diate arbitrary downmix signal IADMX. M is the number of
frequency domain coefficients calculated in each of coding
frames and decoding frames. HB represents the number of
hybrid bands.

Then, the downmix adjustment circuit 504 of the audio
decoding apparatus in FIG. 4 calculates an approximate value
of the frequency domain coefficient of the intermediate
downmix signal IDMX using Equation 15.

X(m hb)y=y(m,hb)+G, (mhb) for m=0,1, ..., M-1;

3. [Equation 15]

Here, the left part of Equation 15 represents an approxi-
mate value of a frequency domain coefficient of the interme-
diate downmix signal IDMX. v(m,hb) represents a frequency
domain coefficient of the intermediate arbitrary downmix
signal ITADMX. M is the number of frequency domain coef-
ficients calculated in each of coding frames and decoding
frames. HB represents the number of hybrid bands.

The downmix adjustment circuit 504 of the audio decoding
apparatus in FIG. 4 performs calculation in Equation 15. As
such, the audio decoding apparatus calculates the approxi-
mate value of the frequency domain coefficient of the inter-
mediate downmix signal IDMX (left part of Equation 15),
using (i) y(m,hb) that is a frequency domain coefficient of the
intermediate arbitrary downmix signal JADMX obtained
from a bit stream and (i1) G, that represents the downmix
compensation information. The SAC synthesis unit 505 gen-
erates a multi-channel audio signal from the approximate
value of the frequency domain coefficient of the intermediate
downmix signal IDMX. The f-t converting unit 506 converts
the multi-channel audio signal in a frequency domain into a
multi-channel audio signal in a time domain.

The audio coding apparatus and the audio decoding appa-
ratus having the aforementioned configurations (1) parallel-
ize a part of the calculation processes, (2) share a part of the
filter bank, and (3) newly add a circuit for compensating the
sound degradation caused by (1) and (2) and transmit auxil-
iary information for compensating the sound degradation as a
bit stream. The configurations make it possible to reduce the
algorithm delay amount in half than that by the SAC standard
represented by the MPEG surround standard that enables
transmission of a signal with higher sound quality at an
extremely lower bit rate but with higher delay, and to guar-
antee sound quality equivalent to that of the SAC standard.
(Embodiment 4)

Hereinafter, a downmix compensation circuit and a down-
mix adjustment circuit according to Embodiment 4 in the
present invention will be described with reference to the
drawings.

Although the base configurations of an audio coding appa-
ratus and an audio decoding apparatus according to Embodi-
ment 4 are the same as those of the audio coding apparatus
and the audio decoding apparatus according to Embodiment
1 that are illustrated in FIGS. 1 and 4, operations of the
downmix compensation circuit 406 and the downmix adjust-
ment circuit 504 are different in Embodiment 4, which will be
described in detail hereinafter.

The operations of the downmix compensation circuit 406
according to Embodiment 4 will be described.
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First, the significance of the downmix compensation cir-
cuit 406 in Embodiment 4 will be described by pointing out
the problems in the prior art.

FIG. 8 illustrates the configuration of the conventional
SAC coding apparatus.

The downmixing unit 203 downmixes a multi-channel
audio signal in a frequency domain to the intermediate down-
mix signal IDMX that is one of a 1-channel audio signal and
a 2-channel audio signal in the frequency domain. The down-
mix method includes a method recommended by the ITU.
The f-t converting unit 204 converts the intermediate down-
mix signal IDMX that is one of the 1-channel audio signal and
the 2-channel audio signal in the frequency domain into a
downmix signal DMX that is one of a 1-channel audio signal
and a 2-channel audio signal in a time domain.

The downmix signal coding unit 205 codes the downmix
signal DMX, for example, in accordance with the MPEG-
AAC standard. Here, the downmix signal coding unit 205
performs an orthogonal transformation from the time domain
to a frequency domain. Thus, the conversion between the time
domain and the frequency domain by the f-t converting unit
204 and the downmix signal coding unit 205 causes an enor-
mous delay.

Thus, focusing on a feature that the downmix signal in the
frequency domain that is generated by the downmix signal
coding unit 205 is of the same type as that of the intermediate
downmix signal IDMX generated by the SAC analyzing unit
202, the f-t converting unit 204 is eliminated from the SAC
coding apparatus. Then, the arbitrary downmix circuit 403
illustrated in FIG. 1 is provided as a circuit for downmixing a
multi-channel audio signal to one of a 1-channel audio signal
and a 2-channel audio signal, in a time domain. Furthermore,
the second t-f converting unit 405 is provided for performing
the same processing as conversion in the downmix signal
coding unit 205 from a time domain to a frequency domain.

Here, there is a difference between (i) the original down-
mix signal DMX obtained by converting the intermediate
downmix signal IDMX in a frequency domain into the down-
mix signal in a time domain using the f-t converting unit 204
in FIG. 8 and (ii) the intermediate arbitrary downmix signal
IADMX that is one of a 1-channel audio signal and a 2-chan-
nel audio signal in the time domain obtained by the arbitrary
downmix circuit 403 and the second t-f converting unit 405 in
FIG. 1. Thus, the difference causes degradation in sound
quality.

Thus, the downmix compensation circuit 406 is provided
as a circuit for compensating the difference in Embodiment 4.
Thus, the degradation in sound quality is prevented. Further-
more, the downmix compensation circuit 406 can reduce the
delay amount in the conversion by the f-t converting unit 204
from the frequency domain to the time domain.

Next, the configuration of the downmix compensation cir-
cuit 406 according to Embodiment 4 will be described. The
assumption herein is that M frequency domain coefficients
can be calculated in each of coding frames and decoding
frames.

The SAC analyzing unit 402 downmixes a multi-channel
audio signal in a frequency domain to the intermediate down-
mix signal IDMX. The frequency domain coefficient corre-
sponding to the intermediate downmix signal IDMX is
expressed as x(n)(n=0,1, ..., M-1).

On the other hand, the second t-f converting unit 405 con-
verts the arbitrary downmix signal ADMX generated by the
arbitrary downmix circuit 403 into the intermediate arbitrary
downmix signal IADMX that is a signal in a frequency
domain. The frequency domain coefficient corresponding to
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the intermediate arbitrary downmix signal IADMX is
expressed as y(n)(n=0,1, ..., M-1).

The downmix compensation circuit 406 calculates the
downmix compensation information using the intermediate
downmix signal IDMX and the intermediate arbitrary down-
mix signal IADMX. The calculation processes of the down-
mix compensation circuit 406 according to Embodiment 4 are
as follows.

First, a case where a frequency domain is a pure frequency
domain will be described.

The downmix compensation circuit 406 calculates a pre-
dictive filter coefficient as the downmix compensation infor-
mation. Methods for generating a predictive filter coefficient
to be used by the downmix compensation circuit 406 include
a method for generating an optimal predictive filter by the
Minimum Mean Square Error (MMSE) method using the
Wiener’s Finite Impulse Response (FIR) filter.

Assuming the FIR coefficients of the Wiener filter as
Gprea(0VG 05,1, - - - s Gppog,(K=1), § that is a value of the

p2

Mean Square Error (MSE) is expressed by Equation 16.

. 2
Gpred,itk)- yn —k)

K- [Equation 16]
&= E [x(n)— fori=0,
h=

neps;

=3

x(n) in Equation 16 represents a frequency domain coeffi-
cient of the intermediate downmix signal IDMX. y(n) is a
frequency domain coefficient of the intermediate arbitrary
downmix signal IADMX. K is the number of the FIR coeffi-
cients. ps, represents a parameter set.

In Equation 16 for obtaining the MSE, the downmix com-
pensation circuit 406 calculates, as the downmix compensa-
tion information, G,,,(j) in which a differential coefficient
for each element of G, () is set to O as expressed by
Equation 17.

6 tion 17
—§.=0,forj:0,1,,_ JK-1 [Equation 17]
G prea,il )

Gprea,i(0)
Gprea,i(1) B
2 Gpredjipyy = y = 0jl0,,
Gprzd,‘(K - 1)

¢,, in Equation 17 represents an auto correlation matrix of
y(n). ¢,,, represents a cross correlation matrix between y(n)
corresponding to the intermediate arbitrary downmix signal
TADMX and x(n) corresponding to the intermediate down-
mix signal IDMX. Here, n is an element of the parameter set
ps;.
The audio coding apparatus quantizes the calculated
Gpea:(j), multiplexes the resultant to a coded stream, and
transmits the coded stream.

The downmix adjustment circuit 504 of the audio decoding
apparatus that receives the coded stream calculates an
approximate value of the frequency domain coefficient of the
intermediate downmix signal IDMX, using the prediction
coeflicient G,,,,;,(j) and y(n) that is the frequency domain
coeflicient of the received intermediate arbitrary downmix
signal ITADMX using the following equation.
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K-1 [Equation 18]

81 =) g )+ ¥l = )
k=0

Here, the left part of Equation 18 represents an approxi-
mate value of a frequency domain coefficient of the interme-
diate downmix signal IDMX.

The downmix adjustment circuit 504 of the audio decoding
apparatus in FIG. 4 performs calculation in Equation 18. As
such, the audio decoding apparatus calculates the approxi-
mate value of the frequency domain coefficient of the inter-
mediate downmix signal IDMX (left part of Equation 18),
using (1) y(n) that is the frequency domain coefficient of the
intermediate arbitrary downmix signal IADMX obtained by
decoding a bit stream and (ii) G,,,,,,; that represents the down-
mix compensation information. The f-t converting unit 506
converts the multi-channel audio signal in a frequency
domain into a multi-channel audio signal in a time domain.

When the frequency domain is a hybrid domain between a
frequency domain and a time domain, the downmix compen-
sation circuit 406 calculates the downmix compensation
information using the following equation.

0 tion 19
£ 0, for j=0,1,... K1 [Equation 19]
9 Gpreai())
Gorea,i(0)
Gvred,i(l) )
Rl IR
Gpred,i(K - l)

G, ea:7) in Equation 19 is an FIR coeflicient of the Wiener
filter, and is calculated as a prediction coefficient in which a
differential coefficient for each elementof G, ; (j) is set to 0.

Furthermore, ¢,,, in Equation 19 represents an auto corte-
lation matrix of y(m,hb). ¢, represents a cross correlation
matrix between y(m,hb) corresponding to the intermediate
arbitrary downmix signal IADMX and x(m,hb) correspond-
ing to the intermediate downmix signal IDMX. Here, m is an
element of the parameter set ps;, and hb is an element of the
parameter band pb,.

Equation 20 is used for calculating an evaluation function
by the MMSE method.

K-1 2 [Equation 20]

xm, hb)— Z Gprecilh)-

k=0

)

meps; hbepb;

y(m, hb— k)

x(m,hb) in Equation 20 represents a frequency domain
coefficient of the intermediate downmix signal IDMX. y(m,
hb) represents a frequency domain coefficient of the interme-
diate arbitrary downmix signal IADMX. K is the number of
the FIR coefficients. ps, represents a parameter set. pb, repre-
sents a parameter band.

The downmix adjustment circuit 504 of the audio decoding
apparatus calculates an approximate value of the frequency
domain coeflicient of the intermediate downmix signal
IDMX, using a received prediction coefficient G,,.,,(j) and
y(n) that is the frequency domain coefficient of the received
intermediate arbitrary downmix signal IADMX by Equation
21.
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K-1 [Equation 21]
(m, hb) = Z Cprea, 1K)+ yim, hb —k) for m € ps;,
k=0

hbepband i=0,1,... N-1

Here, the left part of Equation 21 represents an approxi-
mate value of a frequency domain coefficient of the interme-
diate downmix signal IDMX.

The downmix adjustment circuit 504 of the audio decoding
apparatus in FIG. 4 performs calculation in Equation 21. As
such, the audio decoding apparatus calculates the approxi-
mate value of the frequency domain coefficient of the inter-
mediate downmix signal IDMX (left part of Equation 21),
using (i) y(n) that is a frequency domain coefficient of the
intermediate arbitrary downmix signal JADMX obtained
from a bit stream and (i) G,,,., that represents the downmix
compensation information. The SAC synthesis unit 505 gen-
erates a multi-channel audio signal from the approximate
value of the frequency domain coefficient of the intermediate
downmix signal IDMX. The f-t converting unit 506 converts
the multi-channel audio signal in a frequency domain into a
multi-channel audio signal in a time domain.

The audio coding apparatus and the audio decoding appa-
ratus having the aforementioned configurations (1) parallel-
ize a part of the calculation processes, (2) share a part of the
filter bank, and (3) newly add a circuit for compensating the
sound degradation caused by (1) and (2) and transmit auxil-
iary information for compensating the sound degradation as a
bit stream. The configurations make it possible to reduce the
algorithm delay amount in half than that by the SAC standard
represented by the MPEG surround standard that enables
transmission of a signal with higher sound quality at an
extremely lower bit rate but with higher delay, and to guar-
antee sound quality equivalent to that of the SAC standard.

The audio coding apparatus and the audio decoding appa-
ratus according to an implementation of the present invention
can reduce the algorithm delay occurring in a conventional
multi-channel audio coding apparatus and a conventional
multi-channel audio decoding apparatus, and maintain a rela-
tionship between a bit rate and sound quality that is in a
trade-off relationship, at high levels.

In other words, the present invention can reduce the algo-
rithm delay much more than that by the conventional multi-
channel audio coding technique, and thus has an advantage of
enabling the construction of e.g., a teleconferencing system
that provides a real-time communication and a communica-
tion system which brings realistic sensations and in which
transmission of a multi-channel audio signal with lower delay
and higher sound quality is a must.

Accordingly, the implementations of the present invention
make it possible to transmit and receive a signal with higher
sound quality and lower delay, and at a lower bit rate. Thus,
the present invention is highly suitable for practical use, in
recent days where mobile devices, such as cellular phones
bring communications with realistic sensations, and where
audio-visual devices and teleconferencing systems have
widely spread the full-fledged communication with realistic
sensations. The application is not limited to these devices, and
obviously, the present invention is effective for overall bidi-
rectional communications in which lower delay amount is a
must.

Although the audio coding apparatus and the audio decod-
ing apparatus according to the implementations of the present
invention are described based on Embodiments 1 to 4, the
present invention is not limited to these embodiments. The
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present invention includes an embodiment with some modi-
fications on Embodiments that are conceived by a person
skilled in the art, and another embodiment obtained through
random combinations of the constituent elements of Embodi-
ments in the present invention.

The present invention can be implemented not only as such
an audio coding apparatus and an audio decoding apparatus,
but also as an audio coding method and an audio decoding
method, using characteristic units included in the audio cod-
ing apparatus and the audio decoding apparatus, respectively
as steps. Furthermore, the present invention can be imple-
mented as a program causing a computer to execute such
steps. Furthermore, the present invention can be implemented
as a semiconductor integrated circuit integrated with the char-
acteristic units included in the audio coding apparatus and the
audio decoding apparatus, such as an LSI. Obviously, such a
program can be distributed by recording media, such as a
CD-ROM, and via transmission media, such as the Internet.

Industrial Applicability

The present invention is applicable to a teleconferencing
system that provides a real-time communication using a
multi-channel audio coding technique and a multi-channel
audio decoding technique, and a communication system
which brings realistic sensations and in which transmission of
a multi-channel audio signal with lower delay and higher
sound quality is a must. Obviously, the application is not
limited to such systems, and is applicable to overall bidirec-
tional communications in which lower delay amount is a
must. The present invention is applicable to, for example, a
home theater system, a car stereo system, an electronic game
system, a teleconferencing system, and a cellular phone.

Reference Signs List

101, 108, 115 Microphone

102, 109, 116 Multi-channel coding apparatus

103,104,110, 111, 117, 118 Multi-channel decoding appa-
ratus

105, 112, 119 Rendering device

106, 113, 120 Speaker

107, 114, 121 Echo canceller

201, 210 Time-frequency domain converting unit (t-fconvert-
ing unit)

202, 402 SAC analyzing unit

203, 408 Downmixing unit

204, 212, 506 Frequency-Time domain converting unit (-t
converting unit)

205, 404 Downmix signal coding unit

206, 409 Spatial information calculating unit

207, 407 Multiplexing device

208, 501 Demultiplexing device (separating unit)

209 Downmix signal decoding unit

211, 505 SAC synthesis unit

401 First time-frequency domain converting unit (first t-f
converting unit)

403 Arbitrary downmix circuit

405 Second time-frequency domain converting unit (second
t-f converting unit)

406 Downmix compensation circuit

410 Downmix signal generating unit

502 Downmix signal intermediate decoding unit

503 Domain converting unit

504 Downmix adjustment circuit

507 Multi-channel signal generating unit
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The invention claimed is:
1. An audio coding apparatus that codes an input multi-
channel audio signal, said apparatus comprising:

a downmix signal generating unit configured to generate a
first downmix signal by downmixing in a time domain
the input multi-channel audio signal according to a
downmix coeflicient, the first downmix signal being one
ofa 1-channel audio signal and a 2-channel audio signal;

a downmix signal coding unit configured to code the first "

downmix signal generated by said downmix signal gen-
erating unit in a bitstream with downmix compensation
information;

a first t-f converting unit configured to convert the input
multi-channel audio signal into a multi-channel audio
signal in a frequency domain; and

a spatial information calculating unit configured to gener-
ate spatial information by analyzing the multi-channel
audio signal in the frequency domain, the multi-channel
audio signal in the frequency domain being obtained by
said first t-f converting unit, and the spatial information
being information for generating a multi-channel audio
signal from a downmix signal.

2. The audio coding apparatus according to claim 1, further

comprising:

a second t-f converting unit configured to convert the first
downmix signal generated by said downmix signal gen-
erating unit into a first downmix signal in the frequency
domain;

a downmixing unit configured to downmix the multi-chan-
nel audio signal in the frequency domain to generate a
second downmix signal in the frequency domain, the
multi-channel audio signal in the frequency domain
being obtained by said first t-f converting unit; and

a downmix compensation circuit that calculates the down-
mix compensation information by comparing (i) the first
downmix signal obtained by said second t-f converting
unit and (ii) the second downmix signal generated by
said downmixing unit, the downmix compensation
information being information for adjusting the down-
mix signal, and the first downmix signal and the second
downmix signal being in the frequency domain.

3. The audio coding apparatus according to claim 2, further

comprising

a multiplexing device configured to store the downmix
compensation information and the spatial information in
a same coded stream.

4. The audio coding apparatus according to claim 2,

wherein said downmix compensation circuit calculates a
power ratio between signals as the downmix compensa-
tion information.

5. The audio coding apparatus according to claim 2,

wherein said downmix compensation circuit calculates a
difference between signals as the downmix compensa-
tion information.

6. The audio coding apparatus according to claim 2,

wherein said downmix compensation circuit calculates a
predictive filter coefficient as the downmix compensa-
tion information.

7. An audio decoding apparatus that decodes a received bit
stream into a multi-channel audio signal, said apparatus com-
prising:

a separating unit configured to separate the received bit
stream into a data portion and a parameter portion, the
data portion including a coded downmix signal, and the
parameter portion including (i) spatial information for
generating a multi-channel audio signal from a down-
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mix signal and (i1) downmix compensation information
for adjusting the downmix signal;

a downmix adjustment circuit that adjusts the downmix
signal using the downmix compensation information
included in the parameter portion before an audio signal
in a time domain is obtained from the data portion, the
downmix signal being obtained from the data portion
and being in a frequency domain;

a multi-channel signal generating unit configured to gen-
erate a multi-channel audio signal in the frequency
domain from the downmix signal adjusted by said down-
mix adjustment circuit using the spatial information
included in the parameter portion, the downmix signal
adjusted by said downmix adjustment circuit being in
the frequency domain; and

a f-t converting unit configured to convert the multi-chan-
nel audio signal in the frequency domain, which is gen-
erated by said multi-channel signal generating unit, into
a multi-channel audio signal in the time domain.

8. The audio decoding apparatus according to claim 7,

further comprising:

a downmix intermediate decoding unit configured to gen-
erate the downmix signal, which is in the frequency
domain, by dequantizing the coded downmix signal
included in the data portion; and

a domain converting unit configured to convert the down-
mix signal obtained by said downmix intermediate
decoding unit, which is in the frequency domain, into a
downmix signal in a frequency domain having a com-
ponent in a time axis direction,

wherein said downmix adjustment circuit adjusts the
downmix signal obtained by said domain converting
unit using the downmix compensation information, the
downmix signal obtained by said domain converting
unit being in the frequency domain having the compo-
nent in the time axis direction.

9. The audio decoding apparatus according to claim 7,

wherein said downmix adjustment circuit obtains a power
ratio between signals as the downmix compensation
information, and adjusts the downmix signal obtained
by said domain converting unit by multiplying the
downmix signal obtained by said domain converting
unit by the power ratio.

10. The audio decoding apparatus according to claim 7,

wherein said downmix adjustment circuit obtains a differ-
ence between signals as the downmix compensation
information, and adjusts the downmix signal obtained
by said domain converting unit by adding the difference
to the downmix signal obtained by said domain convert-
ing unit.

11. The audio decoding apparatus according to claim 7,

wherein said downmix adjustment circuit obtains a predic-
tive filter coefficient as the downmix compensation
information, and adjusts the downmix signal obtained
by said domain converting unit by applying, to the
downmix signal obtained by said domain converting
unit, a predictive filter using the predictive filter coeffi-
cient.

12. The audio decoding apparatus according to claim 7,

wherein said separating unit is configured to separate the
received bit stream into the parameter portion and the
data portion including the coded downmix signal, the
coded downmix signal being obtained by downmixing a
signal in the time domain and coding the downmixed

signal.
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13. An audio coding and decoding apparatus, comprising:

an audio coding device configured to code an input multi-
channel audio signal; and

an audio decoding device configured to decode a received
bit stream into a multi-channel audio signal,

wherein said audio coding device includes:

adownmix signal generating unit configured to generate
a first downmix signal by downmixing in a time
domain the input multi-channel audio signal accord-
ing to a downmix coefficient, the first downmix signal
being one of a 1-channel audio signal and a 2-channel
audio signal;

adownmix signal coding unit configured to code the first
downmix signal generated by said downmix signal
generating unit in a bitstream with downmix compen-
sation information;

a first t-f converting unit configured to convert the input
multi-channel audio signal into a multi-channel audio
signal in a frequency domain;

a spatial information calculating unit configured to gen-
erate spatial information by analyzing the multi-chan-
nel audio signal in the frequency domain, the multi-
channel audio signal in the frequency domain being
obtained by said first t-f converting unit, and the spa-
tial information being information for generating a
multi-channel audio signal from a downmix signal;

a second t-f converting unit configured to convert the
first downmix signal generated by said downmix sig-
nal generating unit into a first downmix signal in the
frequency domain;

a downmixing unit configured to downmix the multi-
channel audio signal in the frequency domain to gen-
erate a second downmix signal in the frequency
domain, the multi-channel audio signal in the fre-
quency domain being obtained by said first t-f con-
verting unit; and

a downmix compensation circuit that calculates down-
mix compensation information by comparing (i) the
first downmix signal obtained by said second t-f con-
verting unit and (ii) the second downmix signal gen-
erated by said downmixing unit, the downmix com-
pensation information being information for
adjusting the downmix signal, and the first downmix
signal and the second downmix signal being in the
frequency domain, and

wherein said audio decoding device includes:

a separating unit configured to separate the received bit
stream into a data portion and a parameter portion, the
data portion including a coded downmix signal, and
the parameter portion including (i) spatial informa-
tion for generating a multi-channel audio signal from
a downmix signal and (i) downmix compensation
information for adjusting the downmix signal;

a downmix adjustment circuit that adjusts the downmix
signal using the downmix compensation information
included in the parameter portion, the downmix signal
being obtained from the data portion and being in a
frequency domain;

a multi-channel signal generating unit configured to
generate a multichannel audio signal in the fre-
quency domain from the downmix signal adjusted by
said downmix adjustment circuit, using the spatial
information included in the parameter portion, the
downmix signal adjusted by said downmix adjust-
ment circuit being in the frequency domain; and

a f-t converting unit configured to convert the multi-
channel audio signal in the frequency domain, which
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is generated by said multi-channel signal generating
unit, into a multi-channel audio signal in a time
domain.
14. A teleconferencing system, comprising:
an audio coding device configured to code an input multi-
channel audio signal; and
an audio decoding device configured to decode a received
bit stream into a multi-channel audio signal,
wherein said audio coding device includes:

a downmix signal generating unit configured to generate
a first downmix signal by downmixing in a time
domain the input multi-channel audio signal accord-
ing to a downmix coefficient, the first downmix signal
being one ofa 1-channel audio signal and a 2-channel
audio signal;

adownmix signal coding unit configured to code the first
downmix signal generated by said downmix signal
generating unit in a bitstream with downmix compen-
sation information;

a first t-f converting unit configured to convert the input
multi-channel audio signal into a multi-channel audio
signal in a frequency domain;

a spatial information calculating unit configured to gen-
erate spatial information by analyzing the multi-chan-
nel audio signal in the frequency domain, the multi-
channel audio signal in the frequency domain being
obtained by said first t-f converting unit, and the spa-
tial information being information for generating a
multi-channel audio signal from a downmix signal;

a second t-f converting unit configured to convert the
first downmix signal generated by said downmix sig-
nal generating unit into a first downmix signal in the
frequency domain;

a downmixing unit configured to downmix the multi-
channel audio signal in the frequency domain to gen-
erate a second downmix signal in the frequency
domain, the multi-channel audio signal in the fre-
quency domain being obtained by said first t-f con-
verting unit; and

a downmix compensation circuit that calculates down-
mix compensation information by comparing (i) the
first downmix signal obtained by said second t-f con-
verting unit and (ii) the second downmix signal gen-
erated by said downmixing unit, the downmix com-
pensation information being information for
adjusting the downmix signal, and the first downmix
signal and the second downmix signal being in the
frequency domain, and

wherein said audio decoding device includes:

a separating unit configured to separate the received bit
stream into a data portion and a parameter portion, the
data portion including a coded downmix signal, and
the parameter portion including (i) spatial informa-
tion for generating a multi-channel audio signal from
a downmix signal and (ii) downmix compensation
information for adjusting the downmix signal;

a downmix adjustment circuit that adjusts the downmix
signal using the downmix compensation information
included in the parameter portion, the downmix signal
being obtained from the data portion and being in a
frequency domain;

a multi-channel signal generating unit configured to
generate a multi-channel audio signal in the fre-
quency domain from the downmix signal adjusted by
said downmix adjustment circuit using the spatial
information included in the parameter portion, the
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downmix signal adjusted by said downmix adjust-
ment circuit being in the frequency domain; and
a f-t converting unit configured to convert the multi-
channel audio signal in the frequency domain, which
is generated by said multi-channel signal generating
unit, into a multi-channel audio signal in a time
domain.
15. An audio coding method for coding an input multi-
channel audio signal, said method comprising:
generating a first downmix signal by downmixing in a time
domain the input multi-channel audio signal according
to adownmix coefficient, the first downmix signal being
one of a 1-channel audio signal and a 2-channel audio
signal;
coding the first downmix signal generated in said generat-
ing of a first downmix signal in a bitstream with down-
mix compensation information;

converting the input multi-channel audio signal into a
multi-channel audio signal in a frequency domain; and

generating spatial information by analyzing the multi-
channel audio signal in the frequency domain, the multi-
channel audio signal in the frequency domain being
obtained in said converting, and the spatial information
being information for generating a multi-channel audio
signal from a downmix signal.

16. An audio decoding method for decoding a received bit
stream into a multi-channel audio signal, said method com-
prising:

separating the received bit stream into a data portion and a

parameter portion, the data portion including a coded
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downmix signal, and the parameter portion including (i)
spatial information for generating a multi-channel audio
signal from a downmix signal and (ii) downmix com-
pensation information for adjusting the downmix signal;

adjusting the downmix signal using the downmix compen-
sation information included in the parameter portion
before an audio signal in a time domain is obtained from
the data portion, the downmix signal being obtained
from the data portion and being in a frequency domain;

generating a multi-channel audio signal in the frequency
domain from the downmix signal adjusted in said adjust-
ing using the spatial information included in the param-
eter portion, the downmix signal adjusted in said adjust-
ing being in the frequency domain; and

converting the multi-channel audio signal in the frequency

domain, which is generated in said generating, into a
multi-channel audio signal in the time domain.

17. A non-transitory computer readable recording medium
having stored thereon a program for an audio coding appara-
tus that codes an input multi-channel audio signal,

wherein the program causes a computer to execute the

audio coding method according to claim 15.

18. A non-transitory computer readable recording medium

having stored thereon a program for an audio decoding appa-

25 ratus that decodes a received bit stream into a multi-channel

audio signal,
wherein the program causes a computer to execute the
audio decoding method according to claim 16.
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