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(57) ABSTRACT

An electronic scanning radar apparatus includes a transmis-
sion unit configured to transmit a transmission wave, and a
receiving unit including a plurality of antennas receiving a
receiving wave coming from a target. The receiving wave is
formed from a reflection wave of the transmission wave
reflected at the target. A beat signal generation unit is config-
ured to generate beat signals in response to the transmission
wave and the receiving wave. A frequency resolution process-
ing unit is configured to obtain complex number data calcu-
lated from beat frequencies having signal levels obtained by
performing a frequency resolution for the beat signals based
on a predetermined frequency width. A peak detector is con-
figured to detect an existence of the target by detecting peak
signal levels of the beat frequencies, and a direction detecting
unit is configured to calculate an incoming direction of the
receiving wave based on a normal equation having an order.

12 Claims, 21 Drawing Sheets
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ELECTRONIC SCANNING RADAR
APPARATUS, RECEIVING WAVE DIRECTION
ESTIMATING METHOD, AND
COMPUTER-READABLE STORAGE MEDIA
STORING RECEIVING WAVE DIRECTION
ESTIMATION PROGRAM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an electronic scanning
radar apparatus, a receiving wave direction estimating
method, and a computer-readable storage media storing a
receiving wave direction estimation program. More particu-
larly, the present invention relates to an electronic scanning
radar apparatus being preferable to be equipped in a moving
body, a receiving wave direction estimating method, and a
computer-readable storage media storing a receiving wave
direction estimation program, in which the electronic scan-
ning radar apparatus transmits a transmission wave to a target
s0 as to detect the target by receiving a reflection wave of the
transmission wave reflected from the target.

Priority is claimed on Japanese Patent Application No.
2010-025950, filed Feb. 8, 2010, the content of which is
incorporated herein by reference.

2. Description of the Related Art

All patents, patent applications, patent publications, scien-
tific articles, and the like, which will hereinafter be cited or
identified in the present application, will hereby be incorpo-
rated by reference in their entirety in order to describe more
fully the state of the art to which the present invention per-
tains.

In general, an electronic scanning radar apparatus is known
as radar to be equipped for a moving body. For such radar, a
frequency modulated continuous wave (FMCW) radar, mul-
tiple-frequency continuous wave radar, pulse radar or the like
is employed.

For each radar described above, a receiving wave direction
estimating method with array antennas is used for detecting
the direction of a receiving wave from a target. The receiving
wave may be referred to as an incoming wave, and the target
may be referred to as a reflecting object.

Recently, the receiving wave direction estimating method
employs highly accurate algorithms such as an auto regres-
sive spectral estimation method (AR spectral estimation
method; see FIG. 24), a multiple signal classification method
(MUSIC method) or the like, which can provide high resolu-
tion (high accuracy) of the direction of receiving waves with-
outincreasing channels of receiving antennas. These methods
are described in Japanese Unexamined Patent Application,
First Publication, Nos. 2006-275840, 2006-47282, 2009-
162688 and 2009-156582. These methods are also described
in “MATLAB Multi-media Signal Processing part I: Digital
signal fundamentals” published by Ikehara and Shimamura in
2004 by BAIFUKAN CO., LTD., and described in “Adaptive
Signal Processing with Array Antennas” published by
Kikuma in 1998 by Kagaku Shuppan Co. LTD.

The AR spectral estimation method is also referred to as a
maximum entropy method (MEM) or a linear prediction
method.

For estimating the direction of receiving waves from a
target (reflecting object) with those algorithms, input data
indicated by complex numbers are converted into a matrix
form called as a correlation matrix, and then the estimation
process is performed. The input data may be referred to as
complex sine wave or sine wave.
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These algorithms need to be preset an appropriate number
of incoming waves (receiving waves). Even when the algo-
rithms are used for a radar mounted on a moving body, appro-
priate number of receiving waves are determined. For
example, an algorithm such as MUSIC method, which esti-
mates the direction of a receiving wave based on calculations
of eigenvalues, needs to calculate eigenvalues of correlation
matrixes, so that the algorithm determines the relative size of
the calculated eigenvalues and separates the signal compo-
nents from the noise components. Thereby, the direction of a
receiving wave is estimated. See patent publications 2 and 3.

An auto regressive spectral estimation method (AR spec-
tral estimation method) is an algorithm which does not
require eigenvalue calculations. The AR spectral estimation
method can be under relatively small operation load. The AR
spectral estimation method includes an advantage which does
not require sensitive settings of the number of receiving
waves (the order of model) compared to a multiple signal
classification method (MUSIC method).

However, when the number of receiving waves is too small
for a setting order of a model, the AR spectral estimation
method may occasionally cause an error peak. A final predic-
tion error method (FPE method), an akaike information cri-
terion method (AIC method), a minimum description length
method (MDL method), and the like are proposed to estimate
the number of receiving waves. However, these methods may
not always provide an accurate detecting estimation.

There are rare reports on an estimation method of a number
of receiving waves which can be applied to a radar system
mounted on a moving body with a small number of channels
or objects based on a model with a small number of orders.
There are rare technical reports that simplified arithmetic
operations provide accurate detections.

The present invention takes into consideration the issues
described above. One of the objects of this invention is to
provide an electronic scanning radar apparatus, a receiving
wave direction estimating method, and a computer-readable
storage media storing a receiving wave direction estimation
program, which make it possible to accurately detect the
direction of receiving (incoming) waves from the target while
maintaining the accuracy of the signal detections.

In view of the above, it will be apparent to those skilled in
the art from this disclosure that there exists a need for an
improved apparatus and/or method. This invention addresses
the need in the art as well as other needs, which will become
apparent to those skilled in the art from this disclosure.

SUMMARY OF THE INVENTION

Accordingly, it is a primary object of an aspect of the
invention to provide an electronic scanning radar apparatus, a
receiving wave direction estimating method, and a computer-
readable storage media storing a receiving wave direction
estimation program.

A first aspect of the invention provides an electronic scan-
ning radar apparatus, which is mounted on a moving body.
The electronic scanning radar apparatus is mounted on a
moving body. The electronic scanning radar apparatus may
include, but is not limited to, a transmission unit configured to
transmit a transmission wave, and a receiving unit including
a plurality of antennas receiving a receiving wave coming
from a target. The receiving wave is formed from a reflection
wave of the transmission wave reflected at the target. A beat
signal generation unit is configured to generate beat signals in
response to the transmission wave and the receiving wave, a
frequency resolution processing unit is configured to obtain
complex number data calculated from beat frequencies hav-
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ing signal levels obtained by performing a frequency resolu-
tion for the beat signals based on a predetermined frequency
width. A peak detector is configured to detect an existence of
the target by detecting peak signal levels of the beat frequen-
cies, and a direction detecting unit is configured to calculate
an incoming direction of the receiving wave based on a nor-
mal equation having an order. The order is selected in
response to a number of receiving waves led from normal
equations having different orders. Each of the beat frequen-
cies is obtained from each of the antennas. The normal equa-
tions have the different orders formed based on the complex
number data of the beat frequencies having detected the exist-
ence of the target.

In some cases, the electronic scanning radar apparatus may
include, but is not limited to, the direction detecting unit
which includes a normal equation generation unit configured
to generate the normal equation based on a covariance matrix
and a right hand side vector. The covariance matrix and the
right hand side vector are obtained from the complex number
data having different orders. Each of the normal equations is
expressed by a linear equation having elements. The elements
may include the covariance matrix, an AR coefficient and the
right hand side vector; an AR coefficient calculation unit
configured to obtain the AR coefficient having an order cor-
responding to the order of the normal equation based on an
AR model expressed by normal equations having different
orders, a determination unit configured to determine a num-
ber of receiving waves based on the AR coefficient obtained
by the AR coefficient calculation unit; and a power spectrum
calculation unit configured to calculate an incoming direction
of' the receiving wave from a power spectrum obtained based
on the AR coefficient having an order selected in response to
the number of receiving waves determined from the obtained
AR coefficient.

In some cases, the electronic scanning radar apparatus may
includes the AR coefficient calculation unit which leads a
variance value of white noise having an order of the variance
value corresponding to the order of the normal equation based
on the AR model, and the determination unit determines the
number of the receiving waves based on the variance value
and the obtained AR coefficient.

In some cases, for the electronic scanning radar apparatus,
the different orders may be a plurality of orders expressed by
any natural numbers.

In some cases, the electronic scanning radar apparatus may
includes the different orders of the normal equations, which
are continuous natural numbers indicated from 1 to any natu-
ral number.

In some cases, for the electronic scanning radar apparatus,
the order of the normal equation may be set to be greater than
a number of targets.

In some cases, for the electronic scanning radar apparatus,
when the number of receiving waves is determined to be one,
the order of the AR coefficient may be set to be one or two
according to the number of the receiving waves.

In some cases, the electronic scanning radar apparatus may
further includes a DBF processing unit configured to detect
the existence of the target and a direction of the target using a
digital beam forming process based on the complex number
data, in which the digital beam forming process increases a
detecting sensitivity of the receiving waves for a predeter-
mined direction, and the peak detector detects the direction of
the target based on the digital beam forming process per-
formed for the beat frequencies.

In some cases, the electronic scanning radar apparatus may
includes the DBF processing unit which includes a channel
deletion unit configured to calculate spatial complex number
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data indicating spectrum intensities for respective angle chan-
nels corresponding to the predetermined direction deter-
mined based on the digital beam forming process of the DBF
process unit. When each of the spectrum intensities of adja-
cent angle channels within a predetermined range of the angle
channels exceeds a predetermined threshold level, the chan-
nel deletion unit remains each of the spectrum intensities and
detects the existence of the target as a DBF target. The chan-
nel deletion unit replaces the spectrum intensities of the rest
of the angle channels having the intensities smaller than the
predetermined threshold level by zero and generates renewed
spatial complex number data based on the remained and
replaced intensities. The DBF processing unit may includes
an IDBF process unit configured to generate restored com-
plex number data by performing an inverse digital beam
forming process for the renewed spatial complex number
data, in which the normal equation generation unit generates
a normal equation by obtaining a correlation matrix from the
restored complex number data.

In some cases, for the electronic scanning radar apparatus,
when the channel deletion unit detects a plurality of DBF
targets, the channel deletion unit divides a spectrum of the
DBEF targets into channel ranges respectively corresponding
to the DBF targets and generates spatial complex number
data, and a number of datasets of the spatial complex number
data corresponds to a number of the DBF targets. The elec-
tronic scanning radar apparatus may includes an IDBF form-
ing unit configured to perform the inverse digital beam form-
ing process for the spatial complex number data and generate
renewed complex number data respectively corresponding to
the DBF targets, and the normal equation generation unit
calculates a correlation matrix for each of the DBF targets
based on the renewed complex number data.

It is another aspect of the invention to provide a method of
estimating an incoming direction of a receiving wave. The
method may includes, but is not limited to, transmitting a
transmission wave, receiving a receiving wave by a plurality
of antennas, the receiving wave coming from a target, gener-
ating beat signals in response to the transmission wave and
the receiving wave, performing a frequency resolution for the
beat signals into a predetermined number of frequencies and
obtaining complex number data, detecting peak signal levels
of the beat frequencies and detecting an existence of the
target; and calculating an incoming direction of the receiving
wave based on a normal equation having an order, the order of
the normal equation being selected in response to anumber of
receiving waves obtained from normal equations, each of the
normal equations having different orders formed based on the
complex number data of each of the beat frequencies having
detected the existence of the target.

In another aspect of the invention, a computer-readable
storage media storing a receiving wave direction estimation
program for causing a computer to control an electronic scan-
ning radar apparatus, which is mounted on a moving body, the
receiving wave direction estimation program may include,
butis not limited to, transmitting a transmission wave, receiv-
ing a receiving wave by a plurality of antennas, the receiving
wave coming from a target, generating beat signals in
response to the transmission wave and the receiving wave,
performing a frequency resolution for the beat signals into a
predetermined number of frequencies and obtaining complex
number data, detecting peak signal levels of the beat frequen-
cies and detecting an existence of the target, and calculating
an incoming direction of the receiving wave based on a nor-
mal equation having an order, the order of the normal equa-
tion being selected in response to a number of receiving
waves obtained from normal equations, each of the normal
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equations having different orders formed based on the com-
plex number data of each of the beat frequencies having
detected the existence of the target.

As described above, the electronic scanning radar appara-
tus in accordance with the present invention generates normal
equations with different orders, in which the normal equa-
tions are led from complex number data that are obtained
based on detected receiving waves reflected by targets. The
orders of the normal equations are selected based on the
number of receiving waves that are led from the normal
equations. The electronic scanning radar apparatus can pre-
dict the arrival of receiving waves with a light load of arith-
metic operations by executing arithmetic operations based on
the normal equations of the selected number of orders.

These and other objects, features, aspects, and advantages
of'the present invention will become apparent to those skilled
in the art from the following detailed descriptions taken in
conjunction with the accompanying drawings, illustrating the
embodiments of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

Referring now to the attached drawings which fatal a part
of this original disclosure:

FIG. 1 is a block diagram of an electronic scanning radar
apparatus in accordance with a first preferred embodiment of
the present invention;

FIG. 2A and FIG. 2B are drawings showing a transmission
signal and a reflecting signal reflected from a target received
by the electronic scanning radar apparatus;

FIG. 3 is a view of array antennas showing how waves are
received by the antennas;

FIG. 4A and FIG. 4B are frequency analysis results show-
ing relationships between the signal levels (vertical axis) of
beat signals and the beat frequencies (horizontal axis) for an
ascent (ascending region) and a descent (descending region),
respectively;

FIG. 5 is an illustration of a matrix of beat frequencies in
the ascent and the descent at a peak combination unit 24 of
FIG.1,1.e., showing distances and relative velocities between
the target and the electronic scanning radar apparatus
obtained by combining the beat frequencies in the ascent and
the descent;

FIG. 6 illustrates a data table that shows distances and
relative velocities for every target in the present detecting
cycle;

FIG. 7 is a drawing that illustrates extraction of a covari-
ance matrix;

FIG. 8 is a diagram which indicates a relationship between
normal equations and their orders;

FIG. 9 is a diagram which indicates a relationship between
the orders of AR coefficients and the number of targets (the
number of receiving waves);

FIGS. 10A, 10B and 10C are diagrams which show difter-
ent views of the table in FIG. 9;

FIGS. 11A, 11B and 11C are diagrams which show rela-
tionships between the order of equation and the number of
targets (the number of receiving waves) in the variances of
white noise;

FIGS. 12A and 12B are diagrams which show amplitude
patterns AR coefficients and patterns of normalized variances
o2

FIG. 13A is a view which schematically illustrates posi-
tions of two moving bodies;

FIG. 13B is a diagram which indicates a relationship
between the amplitudes of AR coefficients and distances;
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FIG. 13C is a diagram which indicates a relationship
between variances of white noise and distances of the two
moving bodies;

FIG. 14 is a flowchart illustrating data processing of a
target direction estimation process of the electronic scanning
radar apparatus;

FIG. 15 is a flowchart which indicates a determination
process in which a pattern 1 is determined based on two
parameters;

FIG. 16A is a diagram which illustrates an estimated power
spectrum as a function of angles, in which the estimation is
made based on a second order for a single target;

FIG.16B is a diagram which illustrates an estimated power
spectrum as a function of angles, in which the estimation is
made based on a third order of a normal equation for a single
target;

FIG. 17 is a block diagram that illustrates a signal process-
ing unit of an electronic scanning radar apparatus in accor-
dance with a second preferred embodiment of the present
invention;

FIG. 18A illustrates a data table that indicates angles and
frequency points of the targets obtained for the ascent;

FIG. 18B illustrates a data table that indicates angles and
frequency points of the targets obtained for the descent;

FIG. 19 a block diagram that illustrates a signal processing
unit of an electronic scanning radar apparatus in accordance
with a third preferred embodiment of the present invention;

FIG. 20 shows a data table which includes data such as
distances, vertical positions, lateral positions, and relative
velocities, which have been determined by combination pro-
cess of data peaks obtained for the ascent and the descent;

FIG. 21 is a block diagram of an electronic scanning radar
apparatus in accordance with a fourth preferred embodiment
of the present invention;

FIGS. 22A, 22B, and 22C are conceptual diagrams for
describing data processing of intensities of spectra for respec-
tive angle-channels;

FIGS. 23A, 23B, and 23C are conceptual diagrams for
describing data processing of intensities of spectra for respec-
tive angle-channels; and

FIG. 24 is a flowchart illustrating an estimation process for
AR spectrum in a related art.

DETAILED DESCRIPTION OF THE INVENTION

Selected embodiments of the present invention will now be
described with reference to the drawings. It will be apparent
to those skilled in the art from this disclosure that the follow-
ing descriptions of the embodiments of the present invention
are provided for illustration only and not for the purpose of
limiting the invention as defined by the appended claims and
their equivalents.

(AR Spectral Estimation)

In the following, it will be described an autoregressive
spectral estimation method (AR spectral estimation method).

The AR spectral estimation method is known as a spectral
estimation method, being similar to a multiple signal classi-
fication method (MUSIC method), which is shown in “MAT-
LAB Multi-media Signal Processing part I: Digital signal
fundamentals” published by Ikehara and Shimamura in 2004
by BAIFUKAN CO., LTD. The AR spectral estimation
method performs an estimation process using an autoregres-
sive model (AR model). The AR spectral estimation method
is categorized as a parametric method, while MUSIC method
is categorized as a subspace method. The AR spectral estima-
tion method is also regarded as a maximum entropy method
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or a linear prediction method. These methods can also be
categorized as parametric methods.

In the AR spectral estimation method, it first models data
using the AR model, which is described by a linear equation,
and then forms a normal equation based on input data, in
which the normal equation includes matrixes such as an auto-
correlation matrix and a covariance matrix, and vectors such
as a right hand side vector and a correlation vector.

Furthermore, a coefficient of AR filter (AR coefficient) and
a variance of white noise are determined based on the normal
equation. Then, the AR coefficient and the variance of white
noise are used to estimate a power spectrum. An example of
the estimation process is shown in FIG. 24. For the input data,
channel data of the spatial direction of radar according to the
present invention can be used as well as time series data or the
like. The channel data may be referred to as a complex sin-
ewave. The AR spectral estimation method is roughly classi-
fied into a method based on the auto-correlation matrix and
another method based on the covariance matrix. The auto-
correlation matrix is also used in an auto-correlation method
(Yule-Walker method) and a Burg method. The covariance
matrix also includes a covariance method and a modified
covariance method. In any of the methods mentioned, their
algorithm generates a normal equation and calculates AR
coefficients and white-noise variance values. Those methods
can be applied to the preferred embodiments of the present
invention.

Inthe following, there will be described about an electronic
scanning radar apparatus (FMCW millimeter wave radar) in
accordance with preferred embodiments of the present inven-
tion with reference to figures.

(First Embodiment)

FIG. 1 is a block diagram of an electronic scanning radar
apparatus in accordance with a first preferred embodiment of
the present invention.

In the figure, the electronic scanning radar apparatus
includes receiving antennas 1-1 through 1-n, mixers 2-1
through 2-n, a transmission antenna 3, a distributor 4, channel
filters 5-1 through 5-n, a switching unit SW 6, an A/D con-
vertor ADC 7, a control unit 8, a triangular wave generating
unit 9, a voltage control oscillator VCO 10, and a signal
processing unit 20. Further, there are amplifiers 1A-1 through
1A-n, which are individually provided between the receiving
antennas 1-1 through 1-n and the mixers 2-1 through 2-n.
Also there are amplifiers 4A-1 through 4A-n provided
between the mixers 2-1 through 2-n and the distributor 4.
Each of the amplifiers 4A-1 through 4A-n is correspondingly
provided to each of the mixers 2-1 through 2-n. Further, an
amplifier 4A is provided between the transmission antenna 3
and the distributor 4. There is an amplifier 6 A between the
SW6 and the ADC 7. An amplifier 9A is provided between the
triangular wave generating unit 9 and the VCO 10.

The signal processing unit 20 includes a memory 21, a
frequency divider 22, a peak detector 23, a peak combination
unit 24, a distance detection unit 25, a velocity detection unit
26, a peak corresponding unit 27, and a direction estimating
unit 30. In the following, the target link may be referred to as
the target link unit. The direction estimating unit may be
referred to as a direction detecting unit.

Further, the direction estimating unit 30 includes a normal
equation generation unit 301, an AR coefficient calculation
unit 302, a determination unit 303, and a power spectrum
calculation unit 304.

With reference to FIG. 1, the operations of the electronic
scanning radar apparatus in accordance with the present
embodiment is described.

30

40

45

50

60

8

The receiving antennas 1-1 through 1-n receive incoming
waves which come from a target. After the transmission
antennas 3 transmits a transmission wave toward the target, a
reflection wave is formed at the target by reflection of the
transmission wave, and the reflection wave is received by the
receiving antennas 1-1 through 1-n as receiving waves. The
receiving waves may be referred to as incoming waves. The
receiving waves are respectively amplified through the ampli-
fiers 1A-1 through 1A-n after being received by the receiving
antennas 1-1 through 1-n. The amplified receiving waves
(signals) are mixed at the mixers 2-1 through 2-n with the
transmission wave (signal) after passing through the ampli-
fiers 4A-1 through 4A-n.

Then, each of the mixers 2-1 through 2-n generates a beat
signal in response to a frequency difference between each of
the receiving waves and the transmission wave. The beat
signal is transmitted to a corresponding one of channel filters
5-1 through 5-n. The triangular wave generating unit 9 gen-
erates triangular wave signals. The triangular wave signals are
modulated at the voltage control oscillator VCO 10 after
passing through the amplifier 9A.

The transmission antenna 3 transmits the triangular wave
signals toward a target (or targets) as transmission waves.

The distributor 4 distributes the transmission signal modu-
lated at the VCO 10 to the mixers 2-1 through 2-n and the
transmission antennas 3.

The channel filters 5-1 through 5-n correspond to channels
Ch-1 through Ch-n as indicated in FIG. 1. Thus the beat signal
generated by each of the mixers 2-1 through 2-n corresponds
to one of the channels Ch-1 through Ch-n. The channels Ch-1
through Ch-n also correspond to the receiving antennas 1-1
through 1-n, respectively. Each of the channel filters 5-1
through 5-n performs band limitation for a beat signal in a
predetermined range, and transmits a band limited beat signal
to the SW6.

The control unit 8 transmits a sampling signal to the
switching unit SW6. The SW6 sequentially transmits the beat
signal to the beat signal to the ADC 7 in response to the
sampling signal, in which the beat signal corresponds to one
of the beat signals of Ch-1 through Ch-n. The beat signals of
Ch-1 through Ch-n correspond to one of the receiving anten-
nas 1-1 through 1-n, and are synchronized with the sampling
signal.

The convertor ADC7 converts the beat signals of Ch-1
through Ch-n into digital signals by A/D converting with
synchronizing with the sampling signals. The convertor ADC
7 sequentially stores the converted digital data of the beat
signals of Ch-1 through Ch-n into a waveform store area of
the memory 21 in the signal processing unit 20.

The control unit 8 may be a micro computer or the like. The
control 8 includes ROM (read only memory) or the like which
stores a control program or the like. The electronic scanning
radar apparatus shown in FIG. 1 is controlled based on the
control program.

(Detection Method of Distance, Relative Velocity, and Angle
(Direction))

With respect to figures, the present embodiment will be
briefly described below regarding methods used to detect
distances, relative velocities and angles (directions) between
the electronic scanning radar apparatus and a target, in which
the methods are used in the signal processing unit 20.

FIG. 2A and FIG. 2B are drawings showing that a trans-
mission signal and a reflecting signal reflected from a target
received by the electronic scanning radar apparatus.

The figures show conditions where a transmission signal
and a received signal are input into the signal processing unit
20. The received signal is caused by an incoming wave which
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is a reflection wave of the transmission signal reflected by the
target. In the figures, the transmission signal is formed by
modulating a signal generated at the triangular wave gener-
ating unit 9. The modulation is performed using the VCO 10.
The transmission signal is reflected at the target, and the
reflected signal is received by the receiving antennas 1-1
through 1-n as receiving signals. In this case, it is assumed
that there is a single target to be detected.

In FIG. 2A, a vertical direction indicates frequency, and a
lateral direction indicates time. FIG. 2A shows a time differ-
ence between a transmission signal and a receiving signal.
The receiving signal indicates a time delay compared to the
transmission signal, in which the receiving signal is indicated
on the right side (time-delay direction) of the transmission
signal. It is also shown that there is a difference between
frequencies of the transmission signal and the receiving sig-
nal. The frequency of the received signal is varied in the
vertical axis (frequency direction), depending on a relative
velocity of the target to the electronic scanning radar appara-
tus.

Further, beat signals are obtained for an ascent and a
descent of the transmission signal and the received signal, as
indicated on down side of FIG. 2A. Hereafter, the ascent may
be referred to as an ascending region, and the descent may be
referred to as a descending region. After a frequency trans-
formation such as a Fourier transformation, a discrete cosine
transform (DCT), a Hadamard transformation, a wavelet
transformation or the like is made for the beat signals, two
signal peaks are obtained for the ascent region and the descent
region, respectively, as shown in FIG. 2B.

In the figure, a vertical axis indicates signal levels (signal
intensities), and a lateral direction indicates frequencies. It is
assumed that a single target is to be detected.

The data of the beat signals are sampled by synchronizing
with the sampling signals. The frequency divider 22 performs
frequency resolution for data of the beat signals stored in the
memory 21. The frequency resolution may be performed by a
Fourier transformation or the like to convert the data into
frequencies for discrete time. The frequency resolution is
performed for the data for the triangular wave at the ascent
(ascending region) and the descent (descending region),
respectively. Namely, the frequency divider 22 performs fre-
quency resolution for the beat signals to obtain beat frequen-
cies having a predetermined frequency bandwidth. Then, the
frequency divider 22 calculates complex number data based
on the beat signals which are resolved as a function of the beat
frequencies. The complex number data may be referred to as
complex number data, or a data set of complex number.

As aresult, the signal levels can be obtained for each of the
beat frequencies at the ascent and the descent of the triangular
wave (FIG. 2A), as shown in FIG. 2B. The peak detector 23
detects signal peaks of the signal levels for the beat frequen-
cies as indicated in FIG. 2B, and detects whether the target
exists or not. Further, the peak detector 23 transmits the beat
frequencies of the signal peaks for the ascent and the descent
to the peak combination unit 24 as target frequencies.

The distance detection unit 25 receives a target frequency
fu at the ascent and a target frequency fd at the descent from
the peak combination unit 24. After receiving the target fre-
quency fu and the target frequency fd from the peak combi-
nation unit 24, the distance detection unit 25 calculates the
distance to the target from the radar apparatus based on the
following equation,

r={C-TR AR (futfi)/2) (1)
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where

C: speed of light

Af: modulation frequency bandwidth of a triangular wave

T: modulation time for an ascent or a descent (See FIG. 2A)

fu: target frequency at the ascent

fd: target frequency at the descent.

After receiving the target frequency fu and the target fre-
quency fd from the peak combination unit 24, the velocity
detection unit 26 calculates the relative velocity v using the
equation below,

v={C20}{(fu-ft)/2}

where

f0: center frequency of a triangular wave.

Inthe following, there will be described about the receiving
antennas 1-1 through 1-n.

FIG. 3 is a view of array antennas showing how waves are
received by the antennas 1-1 through 1-n.

The receiving antennas 1-1 through 1-n are provided with
an arrayed structure having an antenna distance d as shown in
FIG. 3.

The receiving antennas 1-1 through 1-n receive incoming
waves from the target. The incoming waves may be referred to
as receiving waves, and also the incoming waves are referred
to as incident waves. The incoming waves are reflection
waves, which are formed by the transmission waves from the
transmission antenna 3 being reflected at the target. The
reflection waves are received by the receiving antennas 1-1
through 1-n at an angle 6. The angle 0 is the angle between an
incident angle of the reflection waves and a direction normal
to the surface of the arraigned antennas.

The incoming waves are received by the receiving antennas
1-1 through 1-n at the same angle 6.

A phase difference occurs between each of neighboring
receiving antennas 1-1 through 1-n for an angle 6 and an
antenna distance d as indicated in FIG. 3.

The antenna distance is measured from a reference position
R-1. In this figure, the position of the antenna 1-1 is assigned
as the reference position R-1 as an example. The phase dif-
ference is expressed by “dn-1-sin 6” for the given angle 6 and
the given distance d between neighboring antennas.

The phase difference can be used to detect the angle 6 by
signal processing. The incoming (receiving) waves are
received by the receiving antennas as receiving signals. The
signal processing is carried out using such a digital beam
forming (DBF) process (method), a high resolution algorithm
or the like. Data for the signal processing are obtained by
performing the frequency resolution for each of the signals of
the receiving antennas 1-1 through 1-n in the time direction.
The DBF method applies Fourier transformation to the
obtained data in each direction of the antennas.

(Operation of Processing Unit 20 for Receiving Wave)

The memory 21 stores signal data in the wave storing area
of'the memory. The signal data are obtained with the receiv-
ing antennas 1-1 through 1-n by the ADC7. The data are
formed with the receiving signals that are converted by A/D
conversion in time order (for the ascent and descent).

For example, when the data sampling is performed to col-
lect 256 data sets for the ascent and the descent respectively,
the data sets to be collected will become a number of 2x256xn
in total, where n indicates the number of the antennas 1-1
through 1-n. Then, the total number of the data sets is stored
in the waveform store area of the memory 21.

The frequency divider 22 converts individual beat signals
of the antennas 1-1 through 1-n into frequency components
by signal conversion with a predetermined resolution. Then
the frequency divider 22 outputs the frequency points of the
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beat frequencies and the complex number data of the beat
frequencies. The frequency divider 22 generates the fre-
quency points with those complex number data for respective
frequency points. The beat signals individually correspond to
channels Ch-1 through Ch-n of the antennas 1-1 through 1-n.
Fourier transformation or the like may be used for the signal
conversion. For example, when 256 data sets are stored in the
memory 21 by performing the data sampling for the ascent
and descent for each antenna, the 256 data sets consist of 128
complex number data for the ascent and 128 complex number
data for the descent. In this case, the sampled data are con-
verted into beat frequencies indicated as the complex number
data of frequency data. The number of the data sets for the
whole antennas in total becomes “2x128xN (N: number of
the antennas).”

Further, the beat frequencies are expressed by the fre-
quency points. In this case, the complex number data of each
antenna include a phase difference according to the angle 6.
Each of the complex number data indicates an equivalent
absolute value in Gaussian plane, in which the equivalent
absolute value corresponds to receiving signal intensity or
amplitude.

The individual intensities (or amplitudes or the like) cor-
respond to data sets of the ascent and the descent of the
triangular waves. A data set is expressed by the complex
number data, so that signal intensity is obtained from the
complex number data of the data set. The complex number
data are calculated based on the frequency conversion of the
beat signals of the triangular waves. The peak detector 23
detects the beat frequencies having peak values greater than a
predetermined value. Thereby, the peak detector 23 selects
the target frequency by detecting the existence of the target
for respective beat frequencies. The peak values may be
referred to as peak signal levels.

Therefore, the peak detector 23 forms a frequency spec-
trum from the complex number data of any of the antennas or
forms the frequency spectrum from the whole addition of the
complex number data of the whole antennas. Thereby, the
peak detector 23 can detect the existence of targets based on
the individual peak values of the spectrum. In other words, the
peak values are regarded as the existence of the targets
depending on a function of distance, since the distance is
obtained from the beat frequencies. Further, adding the total
complex number data for the whole antennas enables to aver-
age noise components, so that the S/N ratio can be improved.

The beat frequencies (frequency points) and their peak
values are indicated in FIG. 4A and FIG. 4B. FIG. 4A and
FIG. 4B are frequency analysis results showing relationships
between the signal levels (vertical axis) of beat signals and the
beat frequencies (horizontal axis) for the ascent and the
descent, respectively. A threshold level for detecting peaks at
the ascent is indicated as Lth-up. Another threshold level for
detecting peaks at the descent is indicated as Lth-dwn.

The peak combination unit 24 receives the beat frequencies
and their peak values from the peak detector 23. The peak
combination unit 24 combines the beat frequencies and their
peak values at the ascent and the descent in the manner of a
matrix. The matrix is formed to make a round robin combi-
nation with respect to the beat frequencies and their peak
values received from the peak detector 23. Namely, the indi-
vidual beat frequencies of the ascent and the descent are all
combined, and sequentially transmitted to the distance detec-
tion unit 25 and the velocity detection unit 26. The distance
detection unit 25 sequentially receives the beat frequencies
for the ascent and the descent from the peak combination unit
24. Numerical values are obtained by adding each of the beat
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frequencies for the ascent and the descent. The distance
detection unit 25 calculates the distance r of a target from the
numerical values.

Further, the velocity detection unit 26 calculates a relative
velocity between the target and the electronic scanning radar
apparatus. The relative velocity is obtained from a frequency
difference between the beat frequencies for the ascent and
descent, which are sequentially received from the peak com-
bination unit 24.

FIG. 5 is an illustration of a matrix of beat frequencies in
the ascent and the descent at a peak combination unit 24 of
FIG. 1, showing distances and relative velocities between
each of the targets and the electronic scanning radar apparatus
obtained by combining the beat frequencies at the ascent and
the descent. The peak corresponding unit 27 forms a table
consisting of the distance r, the relative velocity v, the peak
levels pu, pd for the ascent and descent, as shown in FIG. 5.
The peaks for the ascent correspond to a row direction (lateral
direction), and the peaks for the descent correspond to a
column direction (vertical direction). After performing the
DBF method, the data table (matrix) is generated for a num-
ber of channels. The peak corresponding unit 27 determines
the appropriate pair of peaks for the ascent and descent of
each target.

The peak corresponding unit 27 determines the pair of
peaks at the ascent and descent, and generates a data table as
shown in FIG. 6. Further, the peak corresponding unit 27
determines and arranges the distances, and the relative veloci-
ties, by sorting grouped target numbers. Then the peak cor-
responding unit 27 transmits the grouped target numbers to a
frequency resolution processing unit 22. FIG. 6 illustrates a
data table that stores distances and relative velocities and
frequency points of the ascent and the descent according to
the target group numbers. The tables shown in FIG. 5 and
FIG. 6 are stored in an internal memory part of the peak
corresponding unit 27. In this case, since the direction has not
been determined for each target group, a position in a lateral
direction parallel to the arranged direction of the receiving
antennas 1-1 through 1-n is not determined for a perpendicu-
lar axis that is perpendicular to the arranged direction of the
antenna array of the electric scanning radar apparatus.

For example, the peak corresponding unit 27 may use a
method that selects combinations of the target groups by
taking priority over a value predicted in the present detecting
cycle based on the distance r from each target and the relative
velocity v finally determined in the previous detecting cycle.

The direction estimating unit 30 performs a spectral esti-
mation process using a high resolution algorithm such as the
AR spectral estimation process or the MUSIC method. The
direction estimating unit 30 detects the direction of a target
based on the present spectra estimation and transmits the
direction of the target.

In the following, for a spectral estimation there will be
specifically described about a specific example of a procedure
of'an AR spectral estimation process which is known as the
high resolution algorism.

In the direction estimating unit 30, a normal equation gen-
eration unit 301 generates normal equations which are nec-
essary for the AR spectral estimation.

The normal equation generation unit 301 forms a correla-
tion matrix obtained from the complex number data accord-
ing to the beat frequencies for the ascent or the descent, or the
beat frequencies for both the ascent and the descent, where
the beat frequencies are obtained in terms of the frequency
resolution by the frequency divider 22. The normal equation
generation unit 301 generates a normal equation based on the
obtained correlation matrix. The coefficient calculation unit
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302 calculates the AR coefficient obtained from the normal
equation generated by the normal equation generation unit
301 and a variance o of white noise. In this way, the AR
coefficient calculation unit 302 can perform the spectral esti-
mation for every antenna according to detecting cycles based
on the complex number data of a beat frequency which indi-
cates the existence of the target has been detected.

The determination unit 303 determines a number of orders
based on AR coefficients and variances o of white noise, in
which the AR coefficients and the variances are obtained from
normal equations having different orders. The determination
unit 303 transmits the obtained AR coefficients and obtained
variances o of white noise to the power spectrum calculation
unit 304.

The power spectrum calculation unit 304 calculates an
incoming direction of the receiving wave (signal) from the
power spectrum obtained based upon the AR coefficients and
the variances o of the white noise.

In the following, it will be described an autoregressive
spectral estimation method (AR spectral estimation method)
in accordance with the present embodiment.

(Principle of Estimation Process Using AR Model)

FIG. 7 is a figure which illustrates extraction of a covari-
ance matrix. A table in the figure indicates each element of the
correlation matrix the fifth order. This table shows a five by
five matrix. The elements of the five by five matrix are led
from complex number data. The rows are numbered from O to
4, and the columns are numbered from O to 4.

For example, an element at the zero-th row X(0) and the
zero-th column x(0) of the matrix is expressed as “X(0)x(0),”
as indicated on the upper left side of the table.

FIG. 8 is a diagram which indicates a relationship between
normal equations and the orders. A first order normal equa-
tion, a second order normal equation and a third order normal
equation are indicated with respective AR coefficients, right
hand side vectors. InFIG. 7, FIG. 8, and equations (3) through
(7), symbols “*” of conjugate complex numbers are omitted
for simple examinations.

In this example, a description will be given for a case where
a third order covariance matrix is extracted from a fifth order
correlation matrix that corresponds to five data. The number
of matrixes to be divided for a range of extraction of a cova-
riance matrix is obtained by “a number of data—the order of a
covariance matrix.”

In figures, two ranges are indicated for extractions. The
first extraction is made for a range having rows of X(0)
through X(2) and columns of x(0) through x(2). The second
extraction is made for a range having rows of X(1) through
X(3) and columns of x(1) through x(3). When two extraction
ranges are overlapped, the elements to be overlapped can be
the elements of a covariance matrix.

A normal equation using a covariance matrix is indicated in
equation (3).

CyA=-ve, 3)
Co(1,1)  Cx(1,2) Cy(1.M)
Co(2,1)  C(2,2) C,(2M)
M= . . . >
cM,1) C;(M.2) ... C;MM)
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-continued
an (1) Cx(1,0)
As @M.(Z) ’ CX(IZ,O)
ap (M) C,(M,0)

In equation (3), the left side expresses a product of the
covariance matrix C,,and AR coefficient vector A. The right
side is the right hand side vector vc. The elements of the
covariance matrix C,, are obtained from equation (4) of a
modified covariance function.

Thus, the number of matrixes can be expressed by 2x(the

number of data—the order of a covariance matrix). A covari-
ance matrix is composed of the matrixes.

1 N-1 N-1-M 4
Celj k) = m{r;wx(n—j)x(n—k)+ ; x(n+j)x(n+k)}
ki j=0,1,... ,M

In equation (4), M indicates the order of the AR model, N
and L indicate the number of data, and x(t) indicates input
data.

In this case, the input data x(t) is the complex number data
of'a beat frequency corresponding to a frequency point.

The elements of the right hand side vector vc can be led
from equation (5).

1 N-1 N-1-M (5)
Ci(j, k) = —{ x(n— x(n—k)+ x(n+ jx(n+ k)}
2N -M) ;W ;
k=0, j=0,1,... , M

Further, a variance o> of white noise is written by equation

(©).

M ©6)
AP = Cx(0, 0) + Z A ()CX(O0, k)

n=1

The AR coefficient can be obtained by solving the normal
equation using a general solution.

In a linear estimation of the AR method, the normal equa-
tion is obtained under a condition in which the averaged
square error of a difference between a predicted value and an
observed value becomes the minimum.

The AR coefficient can be obtained by solving the normal
equation based on a general solution.

The modified covariance method in accordance with the
present embodiment can apply the input data for a backward
direction as well as for a forward direction, so that the number
of data to be used is virtually increased compared to the
general covariance method which uses input data for the
forward direction. The modified covariance method is sub-
stantially the same as the general covariance method.

The general covariance method can be applied by replacing
equations (4) and (5) of the modified covariance function into
equation (7) of the general covariance method.
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I @
Cx(jo k) = 5=z D, M= e =)
n=M

kj=01,... .M

In the following, descriptions will be given for the AR
spectral estimation method based on the modified covariance
method based on the third order. For example, when the AR
spectral estimation method is applied under a condition of the
third order, it basically allows for detecting a maximum of
three targets which are all existing at the same distance from
a radar apparatus.

FIG. 8 is a diagram which indicates a relationship between
normal equations and the model’s order.

The normal equation is written as a linear equation which
is composed of a covariance matrix, an AR coefficient vector
and a right hand side vector. For modeling, the order of
normal equation should be modified according to the order of
a model.

AR coefficients are parameters, in which the number of
elements of the AR coefficients increases with the order to be
used.

FIG. 8 indicates the first, second and third order of normal
equations. A covariance matrix, an AR coefficient and a right
hand side vector of each of the first, second and third order of
normal equations are indicted in the figure.

The covariance matrixes, elements of the AR coefficient
vectors, a,/*), and elements of the right hand side vectors,
C.(*.*) are complex numbers. The number of incoming
waves and their angles can be detected from a peak position of
a power spectrum which is obtained by solving AR coeffi-
cients with the determined order.

The AR coefficients are obtained by solving the normal
equation.

FIG. 9 is a diagram which indicates a relationship between
the orders of AR coefficients and the number of targets (the
number of receiving waves).

In the table, the row indicates a number of targets to be
input into each of the first, second and third order normal
equations.

The order of normal equation increases from first to third
with increases in the number of targets from a single (corre-
sponding to a single receiving wave) to three (corresponding
to three receiving waves). The row of the table indicates
elements of AR coefficients as a(1), a(2) and a(3). For a first
order normal equation, the number of elements of AR coet-
ficients becomes one, so that only an element a(1) is used. For
a third order normal equation, the number of elements of AR
coefficients becomes three, so that three elements, a(1), a(2)
and a(3) are used.

The table of FIG. 9 also shows the amplitudes of AR
coefficients indicated by the relationship between the orders
of normal equations and the elements of AR coefficients. In
this case, the number of amplitudes of AR coefficients
depends on the number of targets (the number of receiving
waves).

As AR coefficients are complex numbers, amplitude of an
AR coefficient (an absolute value of complex number) is
calculated from a real part and an imaginary part of the AR
coefficient. According to the array antenna theory, a com-
bined wave having a complex sine wave can be formed when
the array antennas receive incoming waves in ideal condi-
tions. In some cases, the amplitude of an AR coefficient
becomes 1 and stable when a suitable number of receiving
waves and a suitable element of the AR coefficient are chosen.
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In the table, the stable conditions, in which the amplitude of
AR coefficients becomes 1 and stable, are indicated by “~1.”

A condition providing a unity amplitude can be expressed
as a point on the circumference of a unit circle in the complex
plane. According to the table, more specific conditions pro-
viding a unity amplitude of AR coefficient are a(1) corre-
sponding to the first order for a single target, a(2) correspond-
ing to the second order for two targets, and a(3) corresponding
to the third order for three targets.

By utilizing these characteristics, the number of receiving
waves can be estimated based on the obtained amplitude of
AR coefficients. Namely, the amplitudes of obtained AR
coefficients are compared, so that the number of targets (the
number of receiving waves) is led based on a classifying
(distinguishing) method based on three category patterns.

FIG. 10 is a diagram illustrated based on the table of FIG.
9. For a single target, the amplitude of AR coefficient indi-
cates the first element (1a(1)) of the first order. For two
targets, the amplitudes of AR coefficients indicates the sec-
ond element (2a(2)) of the second order. For three targets, the
amplitudes of AR coefficients indicates the third element
(3a(3)) of the third order.

The first pattern (pattern 1) indicates a single target (single
receiving wave), in which the first element (1a(1)) of the first
order becomes unity.

Inthis case, the second element (2a(2)) of the second order
and the third element (3a(3)) of the third order are less than
unity. In other words, it is a preferable condition in which the
determination is made based on the first element (1a(1)) of the
first order. For the second pattern (pattern 2) indicating exist-
ence of two targets (two receiving waves), the amplitude of
the second element (2a(2)) of the second order becomes
unity. On the other hand, the first element (1a(a)) of the first
order and the third element (3a(3)) of the third order are less
than unity.

Namely, for two targets (two receiving waves), it is a pref-
erable condition in which the determination is made based on
the second element (2a(2)) of the second order.

For the third pattern (pattern 3) indicating existence of
three targets (three receiving waves), the amplitude of the
third element (3a(3)) of the third order becomes unity. On the
other hand, the first element (1a(a)) of the first order and the
second element (2a(2)) of the second order are less than unity.
Namely, for three targets (three receiving waves), it is a pref-
erable condition in which the determination is made based on
the three element (3a(3)) of the third order.

The number of targets (the number of receiving waves) can
be obtained by classification based on the characterized pat-
terns before the calculations of the power spectrum based on
the AR confidents and the solution are made.

Practically, the estimations of the AR modeling can
become inaccurate because of actual conditions. For
example, when the receiving waves arrive from the similar
directions, the angles formed by the waves become narrow.
When the angles formed by the receiving waves become
narrower, it becomes difficult to detect each peak of the
receiving waves, so that ideal measurements cannot be
obtained. In such a case, FIGS. 9 and 10 are used as basic
relations, and the determination logic and a threshold value
are provided for performing practical determination accord-
ing to the actual circumstances.

In the present embodiment, an example will be described
for a case where a single target is to be detected. When
detecting a single target, the electronic scanning radar appa-
ratus sets the order of the normal equation to be second (or
first) to reduce an error peak. In fact, this can be practical,
since the first element (1a(1)=1) of the first order tends to be
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stable in actual circumstances. When the order of the normal
equation is set to be second, the electronic scanning radar
apparatus is able not only to detect one target (FIG. 16) but
also to be able to detect two targets by distinguishing them.

FIGS.11A, 11B and 11C are diagrams that show relation-
ships between the orders of normal equations and the number
of targets (the number of receiving waves) in the variance of
white noise.

In the modified covariance method (improved variance
method), the variance of white noise is led from equation (6)
based on the obtained AR coefficients.

Further, the variance of white noise can be led based on
other methods without using equation (6). For example, the
Yule-Walker method and the Burg method can obtain both the
variance of white noise and AR coefficients at the same time.

As shown in FIGS. 11A, 11B and 11C, when normalized
by the first order variance of white noise, the amplitudes of
AR coefficients indicate patterns 1 to pattern 3 depending on
the number of receiving waves.

The first pattern, indicating a single target (a single receiv-
ing wave), shows that the variances of the first, second and
third orders have similar values.

Namely, the radar apparatus can detect the target with
small estimation errors for the first, second and third orders.
In other words, it is found that the radar apparatus detects
effective white noises for the first, second and third orders.

The second pattern, indicating two targets (two receiving
waves), shows that the variances of the second and third
orders are smaller value than that of the first order. This
indicates that the first order variance of white noise is large,
meaning that the estimation error the first order is greater than
those of the second and third orders of white noise. It is found
that effective values of white noise are detected for the second
and third order variances.

The third pattern, indicating three targets (three receiving
waves), shows that the variance of the third order is smaller
than those of the first order and second order. The first order
variance and the second order variance show similar values.

The variances of the first and second orders of white noise
are greater than that of the third order, meaning that the
estimation errors of the first and second orders are greater
than that of the third order. An effective value of white noise
is detected for the third order. By normalizing the variances of
white noise, the variation factors of absolute values due to
RCS (radar cross section) of targets or clutter can be
excluded. With this method, it becomes possible to perform
relative comparison of detected values, unlike the case of the
comparison of absolute values. Furthermore, the variance of
white noise can be influenced by conditions of actual circum-
stances, so that the accuracy of estimations based on the AR
model can be degraded. For this, proper threshold values are
used to adjust for the actual circumstances.

FIGS. 12A and 12B are diagrams which show determina-
tion conditions of the number of targets.

The diagrams of the figures indicate determination condi-
tions for detecting a single target. There are separated regions
in the diagrams. The separated regions, indicating character-
ized spatial coordinates, are formed based on the combina-
tions between the patterns of the amplitudes of AR coeffi-
cients and the variances of white noise.

FIG. 12A indicates that a single target is classified by a
condition which is determined based on the logical sum (logi-
cal OR) between the pattern 1 (pattern first) of the amplitudes
of AR coefficients and the variances of white noise.

FIG. 12B indicates that a single target is classified by a
condition which is determined based on the logical product
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(logical AND) between the pattern 1 (pattern first) of the
amplitudes of AR coefficients and the variances of white
noise.

The determination condition of the single target can be
obtained by arithmetic operations based on the logical sum or
the logical product. Namely, the single target can be deter-
mined by combinations of signal elements (amplitudes of AR
coefficients) and noise elements (variances of normalized
white noise) according to a determination condition of either
the logical sum or the logical product.

FIGS. 13A, 13B and 13C are diagrams for describing on
the parameters of the amplitudes of AR coefficients and the
variances of white noise affected (influenced) from distances
between a target (a moving body or a car) and another moving
body (a measuring car mounting a radar apparatus).

FIGS. 13B and 13C indicate examples of the amplitudes of
AR coefficients and the variances of white noise obtained by
measuring data under actual circumstances for the distances
between a target and a radar apparatus. These figures indicate
the influence on the distances to the amplitudes of AR coef-
ficients and the variances of white noise obtained.

FIG. 13A is a view which schematically illustrates the
target and the measuring car, in which the target is in front of
the measuring car with a predetermined position. The dis-
tances are determined by the separations between the target
and the measuring car.

FIG. 13B is a diagram which indicates a relationship
between the amplitudes of AR coefficients and distances of
the two moving bodies (the target and the measuring car). The
vertical axis corresponds to the amplitudes of AR coeffi-
cients. The lateral axis indicates to the distances from the
measuring car to the target.

FIG. 13C is a diagram which indicates a relationship
between the variances of white noise and the distances
between the target and the measuring car. The vertical axis
corresponds to the variances of white noise. The lateral axis
indicates to the distances from the measuring car to the target.
In other words, the data sets show the measurements made for
a target care located in front of the measuring car with a
predetermined position (distance).

In FIG. 13B where the first order (1a(1)) is set, the ampli-
tudes of AR coefficients converge on unity. On the other hand,
the second order (2a(2)) or the third order (3a(3)) are set, the
amplitudes of AR coefficients vary depending on the dis-
tances, indicating unstable values. It clearly shows the pattern
1 (the first pattern) indicating a single target (a single receiv-
ing wave) according to the theory.

In FIG. 13C where the first order (S1) is set, the variances
of white noise converge on unity. On the other hand, the
second order (2a(2)) or the third order (3a(3)) are set, the
variances of white noise vary depending on the distances,
slightly decreasing from unity.

Therefore, when taking into considerations of the actual
circumstances or the different reflection conditions of receiv-
ing waves from each of cars (targets), the determination accu-
racy can be improved by complementary determining based
on two parameters (the amplitudes of AR coefficients and the
variances of white noise).

(Procedure of Estimating Incoming Direction of Receiving
Wave)

It will be described a procedure for estimating a coming
direction of a receiving wave by the direction estimating unit
30. As an example, a description is made for an AR spectral
estimation procedure which uses a high resolution algorism
based on a modified covariance method. The covariance
method can be used instead of the modified covariance
method.
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The fundamental procedure of the modified covariance
method is the same as that of the covariance method.

The AR spectral estimation process is generally described
in such as “MATLAB Multi-media Signal Processing part I:
Digital signal fundamentals” published by Ikehara and Shi-
mamura in 2004 by BAIFUKAN CO., LTD. For the AR
spectral estimation process, explanations will be focused on
only parts which are necessary for describing the present
embodiment.

FIG. 14 is a flowchart illustrating data processing of a
target direction estimation process in the electronic scanning
radar apparatus. The data processing according to the flow-
chart in the figure is performed periodically and repeatedly.

The frequency divider 22 extracts complex number data by
using frequency resolution. The complex number data corre-
spond to distance points of the target (reflection object)
obtained in step S101.

The normal equation generation unit 301 of the direction
estimating unit 30 obtains a correlation matrix based on the
complex number data. The normal equation generation unit
301 generates a first order covariance matrix and a first order
right hand side vector from the correlation matrix, and makes
them be complex number elements of a first order normal
equation in step S102.

The AR coefficient calculation unit 302 solves the first
order normal equation and obtains a first order AR coefficient.
For a technique for solving the normal equation, a high speed
algorism such as Cholesky decomposition or the like, which
solves an inverse matrix at a high speed, can be used. Further,
the AR coefficient calculation unit 302 calculates a variance
o? of a first order white noise in step S103.

The normal equation generation unit 301 of the direction
estimating unit 30 generates a second order covariance matrix
from the correlation matrix as an element of the second order
normal equation (step S104).

The AR coefficient calculation unit 302 solves the second
order normal equation and obtains a second order AR coeffi-
cient.

Furthermore, the AR coefficient calculation unit 302 also
calculates a variance o of a second order white noise to be
input (step S105).

The normal equation generation unit 301 of the direction
estimating unit 30 generates a third order covariance matrix
and a third order right hand side vector from the correlation
matrix as elements of the third order normal equation (step
S106). The AR coefficient calculation unit 302 solves the
third normal equation and obtain a third AR coefficient.

Furthermore, the AR coefficient calculation unit 302 also
calculates a variance o~ of a third order white noise to be input
(step S107).

The AR coefficient filter unit 303 determines whether the
number of target is a single (one) or not (step S108) based on
the first, second and third order AR coefficients and the vari-
ances o° of white noise calculated in steps S102 through
S107.

When the AR coefficient filter unit 303 determines the
number of targets not to be a single as a result of determina-
tion step S108, the data processing in step S110 is advanced to
the step S110. When the number of targets is a single as a
result of determination step S108, the data processing is
advanced to the step S111 (step S109).

When the number of targets is determined not to be a single
as aresult of determination step S109, the AR coefficient filter
unit 303 chooses the third order AR coefficient and the vari-
ance o~ of white noise, and advances the data processing to
the step S112 (step 110).
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The AR coefficient filter unit 303 chooses the second order
AR coefficient and the variance o of white noise based on the
result of step S109 in which the number of targets is deter-
mined not to be a single.

Subsequently, the power spectrum calculation unit 304
calculates a power spectrum.

The power spectrum is obtained based on the AR coeffi-
cient and the variance o® of white noise. The obtained power
spectrum indicates the transfer characteristics of the incom-
ing wave. A peak characteristic is detected from the obtained
power spectrum, which corresponds to a pole of a transfer
function (step S112), in which the transfer characteristics are
expressed by the transfer function.

An angle indicated by the peak is detected as an incoming
angle (arriving angle) of the reflection wave (step S113).

As described above, the AR coefficients relate to an
obtained power spectrum and contribute an accuracy of peak
shapes of the power spectrum. Thus, the estimation accuracy
of the AR coefficients improves with the detecting perfor-
mance (performances of detecting angles and angle separa-
tion).

FIG. 15 is a flowchart indicating logical processes that
form pattern 1 based on two parameters. This is an embodi-
ment, which is a determination process in steps S108 and
S109 shown in FIG. 14.

For determining pattern 1 (a single receiving wave) based
on the amplitudes of AR coefficients, the following three
logical products are used as the conditions.

The first condition is a case in which the first order ampli-
tude of the first element (1a(1)) is greater than (1-TH1). TH1
is a first threshold value which is a predetermined to deter-
mine the first order amplitude of the first element (1a(1)).

The second condition is a case in which the second order
amplitude of the second element (2a(2)) is less than (TH2).
TH2 is a second threshold value which is predetermined to
determine the second order amplitude of the second element
(2a(2)). The third condition is a case in which the third order
amplitude of the third element (3a(3)) is less than (TH3).

THS3 is a third threshold value which is predetermined to
determine the third order amplitude of the third element (3a
3))-

When the three conditions are all satisfied, a flag of the
amplitude pattern of AR coefficient (AP) is set to “1” (step
S108-1). Also, for achieving higher determination, it is pos-
sible to determine based on whether 1a(1), 2a(2) and 3a(3) in
FIG. 13B are stable or unstable for distances (or time).

For determining pattern 1 (a single receiving wave) based
on the variances of white noise, the following three logical
products are used as the conditions. When the sum of the first,
second and third variance of white noise is greater than
(TH4), a flag of the variance pattern of white noise (SP) is set
to “1.” TH4 is a third threshold value which is predetermined
to determine the variance of white noise.

Also, for achieving higher determination, it is possible to
determine whether S1, S2 and S3 in FIG. 13C are stable or
unstable for distances (or time).

Further determination is made based on the flag of the
amplitude pattern of AR coefficient (AP) and the flag of the
variance pattern of white noise (SP). It is determined whether
the logical sum of the flag of the amplitude pattern of AR
coefficient (AP) and the flag of the variance pattern of white
noise (SP) becomes “1” or not. When the logical sum indi-
cates “1,” it is determined that a number of target is one (a
single target), and the process of step S111 is performed.

In this example, although a simple logical operation is
used, each value of parameters may be converted to pattern
weighted linear value, so that it is possible to introduce deter-
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mination processes with classifications for achieving higher
performance, which is performed based on weighted opera-
tions and threshold values.

FIGS. 16 A and 16B show examples of the present embodi-
ment.

FIG.16A is adiagram which illustrates an estimated power
spectrum as a function of angles, in which the estimation is
made based on a second order for a single target. In this case,
no error peak is seen as the single target is correctly detected.

FIG.16B is a diagram which illustrates an estimated power
spectrum as a function of angles, in which the estimation is
made based on a third order for a single target. This figure
shows two error peaks in the spectrum.

(Second Embodiment)

Next, descriptions will be given for an electronic scanning
radar apparatus of the present embodiment with reference to
figures.

FIG. 17 is a block diagram of the electronic scanning radar
apparatus of the present embodiment.

A signal processing unit 20B of the present embodiment
performs direction estimations based on a high resolution
algorithm, similar to the case of the first embodiment.

In the following, identical symbols are used for identical
configurations used in FIG. 1, and descriptions will be given
for different parts from the case of the first embodiment.

In the signal processing unit 20B, a frequency resolution
processing unit 22B converts beat signals of an ascending
region and a descending region for each antenna into complex
number data. The frequency resolution processing unit 22B
transmits frequency points and the complex number data to a
peak detector 23B, in which the frequency points indicate the
beat frequencies of the beat signals.

The peak detector 23B detects peak values of the beat
signals for each of the ascending region and the descending
region, and seeks the frequency points of the peak values. The
peak detector 23B transmits the frequency points to the fre-
quency resolution processing unit 22B. The frequency reso-
Iution processing unit 22B transmits complex number data
each corresponding to each of the ascending region and the
descending region to a direction estimating unit 30B.

The complex number data become target groups for the
ascending region and descending region. The target groups
correspond to the peak frequencies having peaks for the
ascending region and the descending region.

The direction estimating unit 30B estimates the orders
based on the complex number data received from the fre-
quency resolution processing unit 22B.

The direction estimating unit 30B detects respective angles
0 of AR coefficients for the ascending region and descending
region, and transmits the angles 6 to a peak combination unit
24B as shown in tables of FIGS. 18A and 18B. FIG. 18A
corresponds to a data table obtained for ascending regions.
FIG. 18B corresponds to a data table obtained for descending
regions.

Furthermore, the peak combination unit 24B performs
combinations between data sets which have similar angles,
obtaining combinations of frequency points (beat frequen-
cies) for the ascending region and descending region. The
peak combination unit 24B transmits the combination of fre-
quency points to the distance detection unit 25 and the veloc-
ity detection unit 26.

Similar to the first embodiment, the distance detection unit
25 calculates distances based on the beat frequencies of
ascending region and descending region obtained from the
combinations.

Also, similar to the first embodiment, the velocity detec-
tion unit 26 calculates relative velocities based on the beat
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frequencies of ascending region and descending region
obtained from the combinations.

In this case, each of the distance detection unit 25 and the
velocity detection unit 26 calculates the distances and the
relative velocities based on the combination of the beat fre-
quencies of the ascending region and the descending region.

The peak corresponding unit 27B determines data pairs of
peaks for each of the ascending region and the descending
region.

(Third Embodiment)

An electronic scanning radar apparatus in accordance with
a third embodiment will now be explained with reference to
figures.

FIG. 19 is a block diagram illustrating an example of the
electronic scanning radar apparatus according to the present
embodiment.

Unlike the case of the first embodiment, a signal processing
unit 20C of the present embodiment uses a digital beam
forming (DFB) process in advance for direction estimations,
in which the resolution of DFB is lower than that of the AR
spectrum estimation process or the like which includes a high
resolution algorithm. After a first direction estimation is per-
formed with the DBF, a second direction estimation is per-
formed with the high resolution algorithm of the AR spectrum
estimation process. For parts and configurations of FIG. 19
identical to those of FIG. 1 of the first embodiment, identical
symbols are used and other parts different from FIG. 1 will be
explained below.

As shown in the figure, a DBF processing unit 40 is pro-
vided between the frequency resolution processing unit 22C
and the peak detector 23C in FIG. 1 of the first embodiment.
The directions of receiving waves are detected by the DBF
processing unit in advance. This is the different point from the
case of the first embodiment as described above.

The frequency resolution processing unit 22C performs
frequency conversion for each ofthe ascending region and the
descending region of a triangular wave in discrete time
domains using data sampled from beat signals stored in the
memory 21. Namely, the frequency resolution processing
unit 22C resolves beat signals into beat frequencies with a
predetermined frequency width. The frequency resolution
processing unit 22C calculates complex number data based
on the beat signals resolved for respective beat frequencies
and transmits the complex number data to the DBF process-
ing unit 40.

Next, the DBF processing unit 40 receives the complex
number data that correspond to receiving waves received by
each of the antennas. The DBF processing unit 40 converts the
complex number data by Fourier transformation along the
arrayed direction of antennas, that is, the DBF processing unit
40 performs Spatial Fourier transformation.

Furthermore, the DBF processing unit 40 calculates spatial
complex number data of each angle channel corresponding to
the angle resolution, in which the spatial complex number
data depend on angles. The DBF processing unit 40 transmits
the spatial complex number data to the peak detector 23C.

Thereby, a spectrum transmitted by the DBF processing
unit 40 is indicated by the spatial complex number data (each
beat frequency) of each angle channel corresponding to the
angle resolution. Thus, the spectrum transmitted by the DBF
processing unit 40 depends on a direction estimation of
receiving (incoming) waves with the beam scanning resolu-
tion.

Furthermore, as Spatial Fourier transformation is per-
formed along the arrayed direction of antennas, it can be
expected to obtain a similar effect which is obtained by add-
ing the complex number data between angle channels. This
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improves the S/N ratios (signal to noise ratio) of the complex
number data of each angle channel, so that the accuracy of
peak detection can be improved, similar to the case of the first
embodiment.

The complex number data and the spatial complex number
data are obtained for both the ascending and descending
regions of triangular waves by calculations, similar to the case
of the first embodiment.

After the DBF processing unit 40 performs the data pro-
cessing, the peak detector 23C detects peak values for respec-
tive angle channels based on data obtained by DBF process-
ing. The peak detector 23C transmits the obtained peak values
to the peak combination unit 24 by respective angle channels.

In other words, for the Spatial Fourier Transformation is
performed for 16 resolutions, the number of angle channels
corresponds to 15.

The peak combination unit 24 combines beat frequencies
having peak values and the peak values of the ascending
region and the descending region and transmits respective
combination data to the distance detection unit 25 and the
velocity detection unit 26. This process is similar to the case
of the first embodiment.

Furthermore, the peak corresponding unit 27 receives dis-
tance data r and relative velocity data v from the distance
detection unit 25 and the velocity detection unit 26, respec-
tively, then the peak corresponding unit 27 generates the table
of FIG. 5 for respective angle channels. Similar to the first
embodiment, the peak corresponding unit 27 determines
proper combinations of peaks of respective angle channels for
the ascending region and the descending region respectively.

In resolutions of the DBF processing, an existence of a
target is shown in plural angle channels. Then, the combina-
tions of peaks can be properly performed for respective angle
channels for the ascending region and the descending region,
respectively.

Furthermore, the peak combination unit 24 combines
peaks and generates target group numbers for the ascending
region and the descending region, respectively. Each target
group number indicates determined a distance r and a relative
velocity v, so that, the table of FIG. 20 is formed. The table of
FIG. 20 is used to store each determined pair of peaks for the
ascending region and the descending region respectively.

The peak corresponding unit 27 obtains not only distances
r and relative velocities v of targets, but also information on
the angle channel of each target, so that the vertical position
and the lateral position of the target can be obtained. So the
peak corresponding unit 27 can form the table of FIG. 20
which includes detection results respectively corresponding
to the target groups in the present detecting cycle.

Furthermore, the DBF processing unit 40 in accordance
with the present embodiment detects the existence and the
direction of each target based on complex number data and
the digital beam forming process (DBF) that improves the
sensitivity of receiving waves incoming from a desired direc-
tion.

The direction estimating unit 30 detects the directions of
targets using the AR spectrum estimation method having a
high resolution algorithm.

This enables to improve detecting accuracy of the direction
of a target, even the DBF processing having a stable beam
spectrum and lower resolution is performed in advance to
perform accurate direction detections by the direction esti-
mating unit 30.

When a direction estimation is performed using a logical
operation (logical AND) based on both the direction informa-
tion of the direction estimating unit 30 and the direction
information of the DBF processing unit 40, the reliability of
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direction detections can be improved, and each information
of directions of targets can be selectively used according to
the purpose. For example, when the target locates in a close
distance from the radar apparatus, the resolution of detecting
angles may be relatively rough, so that the angle information
of'the DBF processing unit may be used.

(Fourth Embodiment)

An electronic scanning radar apparatus in accordance with
a fourth embodiment will now be explained with reference to
figures.

FIG. 21 ablock diagram illustrating an electronic scanning
radar apparatus of the present embodiment. Unlike the case of
the first embodiment, a signal processing unit 20D of the
present embodiment uses a digital beam forming (DFB) in
advance for direction estimations which uses a high resolu-
tion algorithm such as an AR spectrum estimation process or
the like, in which the resolution of DFB is lower than that of
the AR spectrum estimation process or the like which
includes a high resolution algorithm.

After a first direction estimation is performed with the
DBF, a second direction estimation is performed with the
high resolution algorithm of the AR spectrum estimation
process.

For parts and configurations of FIG. 21 identical to those of
FIG. 19 of the third embodiment, the identical symbols are
used and other parts different from FIG. 19 will be explained
below.

The present embodiment includes a channel deletion unit
41 and an IDBF processing unit 42 are added to the case of the
third embodiment (FIG. 19).

The frequency resolution processing unit 22D performs
frequency conversion for each ofthe ascending region and the
descending region of a triangular wave in discrete time
domains using data sampled from beat signals stored in the
memory 21. Namely, the frequency resolution processing
unit 22D resolves beat signals into beat frequencies with a
predetermined frequency width. The frequency resolution
processing unit 22D calculates complex number data based
on the beat signals resolved for respective beat frequencies
and transmits the complex number data to the DBF process-
ing unit 40D.

Similar to the case of the third embodiment, the DBF
processing unit 40D performs Spatial Fourier transformation
for the complex number data. The DBF processing unit 40D
calculates spatial complex number data and transmits the
obtained spatial data to the channel deletion (Ch-deletion)
unit 41 as well as to the peak detector 23C.

As shown in FIG. 22A, the DBF processing unit 40D
performs the spatial Fourier Transformation with 16 point
resolutions in the arranged direction of the receiving anten-
nas, resulting a spectrum of 15 angle channels as a function of
the angles. Then, the DBF processing unit 40 transmits the
obtained spectrum to the Ch-deletion unit 41.

The Ch-deletion unit 41 detects signal levels if the signal
levels (spectrum levels) exist adjacently and continuously
within a predetermined angle range, and if the signal levels
exceed a predetermined DBF threshold level. Each of the
signal levels indicates the spatial complex number data. The
spatial complex number data correspond to a peak frequency
point (for example, at a descent) of a DBF target, which has
been preliminary determined by the peak corresponding unit
27D. Further, the Ch-deletion unit 41 replaces the rest of the
signal levels by “0.” In this case, the rest of the signal levels
are smaller than the predetermined DBF threshold. The Ch-
deletion unit 41 transmits the obtained spatial complex num-
ber data to the Ch-deletion unit 41, in which the obtained
spatial complex number data correspond to signal levels “0”
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and the retained signal levels of the angle channels. The
obtained spatial complex number data may be referred to as
the narrowed data.

In the process described above, for example, if four or more
than four adjacent angle channels have signal levels exceed-
ing the predetermined DBF threshold level as shown in FIG.
22B, the Ch-deletion unit 41 determines that targets more
than one exist in the range, and replaces the rest of the signal
levels of the other angle channels by “0”. This procedure may
be referred to as a spectrum narrowing process. The spatial
complex number data may be referred to as adjusted spatial
complex number data.

The IDBF processing unit 42 narrows a spectrum. Namely,
the IDBF processing unit 42 leaves only a predetermined
number of continuous angle channels having levels beyond a
DBEF threshold value, and generates complex number data by
replacing the other channels having levels below the DBF
threshold value with “0.”

Further, the IDBF processing unit 42 performs the partial
inverse Fourier Transformation for the replaced spatial com-
plex number data and forms the complex number data of
frequency axis. The DBF processing unit 42 transmits the
IDBF data to the direction estimating unit 30.

Further, the direction estimating unit 30 calculates a cor-
relation matrix using the IDBF data received from the IDBF
processing unit 42. The direction estimating unit 30 can
obtain the correlation matrix with a proper orthogonality,
which eliminates obstacles on the road side and reduces
noises.

FIG. 22C is an example of a power spectrum that is
obtained by forming a normal equation based on the correla-
tion matrix formed from a target group of'the DBF resolution
of FIG. 22B using the method described above. In FIG. 22B,
the vertical axis indicates the intensity of power spectrum,
and the lateral axis indicates angles, in which the spectrum of
FIG. 22B is further separated into the targets using the high
resolution algorithm to obtain FIG. 22C. The term of “target
group” is used for targets because there could be more than
one target to be detected in an actual case.

As shown in FIG. 23 A, when the electronic scanning radar
apparatus receives receiving waves reflected by plural targets,
the complex number data received from the DBF processing
unit40D will include a plurality of ranges of continuous angle
channels where the intensity levels of the continuous angle
channels exceed the DBF threshold level.

Further, the Ch-deletion unit 41 separates and identifies the
individual spatial complex number data for the ranges of
angle channels.

When the received complex number data include signal
levels for adjacent continuous angle channels, and the signal
levels of the adjacent continuous angle channels exceed the
DBEF threshold level within a predetermined range of angle
channels, the Ch-deletion unit 41 extracts the signal levels
from the predetermined range and replaces the rest of the
signal levels at the rest of the range by “0.”

Thus, the Ch-deletion unit 41 identifies and separates the
individual spatial complex number data for the ranges of
angle channels, as shown in FIG. 23B and FIG. 23C. The peak
corresponding unit 27D obtains the distance, the relative
velocity, the vertical position and the lateral position, and
transmits them to the Ch-deletion unit 41 as well as to the
target link unit 32, which is similar to the case of the first
embodiment.
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The Ch-deletion unit 41 selects the spatial complex num-
ber data corresponding to the frequency point of a DBF target.
After performing data deletion according to the method
described above, the Ch-deletion unit 41 transmits the
obtained data to the IDBF processing unit 42.

The IDBF processing unit 42 performs Inverse Spatial
Fourier Transformation for the data received from the Ch-
deletion unit 41. The IDBF processing unit 42 generates and
transmits the IDBF data of the frequency axis to the direction
estimating unit 30.

Furthermore, the DBF processing unit 40D in accordance
with the present embodiment calculates a data set of spatial
complex number data which indicates a spectrum intensity of
each angle channel corresponding to a desired direction
established based on digital beam forming process. When the
spectrum intensities of adjacent angle channels in a predeter-
mined angle channel width (range) become greater than a
predetermined DBF threshold value, the DBF processing unit
40D detects an existence of a target and recognizes the target
as a DBF detection target. Further, the DBF processing unit
40D replaces all the spectrum intensities of other angle chan-
nels detecting no target by “0.” The Ch deletion unit 41
transmits the replaced data as a new data set of spatial com-
plex number data to the IDBF processing unit 42. The IDBF
processing unit 42 receives the new data set from the Ch
deletion unit 41 and generates a restored dataset of complex
number data by performing the inverse conversion for the new
dataset of spatial complex number data. The normal equation
generation unit 301 generates obtains a covariance matrix
from the restored dataset of complex number data.

Furthermore, when detecting plural DBF detection targets,
the Ch deletion unit 41 in accordance with the present inven-
tion divides power spectra into angle channel ranges respec-
tively corresponding to DBF detection targets, and generates
datasets of spatial complex number data corresponding to the
number of the DBF detection targets. The IDBF processing
unit 42 performs the inverse DBF conversion for datasets of
spatial complex number data of each DBF detection target, so
that the restored datasets of complex number data are gener-
ated for each DBF detection target. The normal equation
generation unit 301 obtained the correlation matrix of each
dDBF detection target by performing calculation based on the
resorted dataset of complex number data of each DBF detec-
tion target.

According to the data processing described above, the
spectrum narrowing process can be made for the range of
detecting direction when the spectra are calculated at the AR
spectra estimation process of the direction estimating unit 30.
This can further improve the resolutions.

Further, in the present embodiment, it becomes an equiva-
lent case where the direction estimating unit 30 virtually
receives a receiving wave divided by each target group for the
correlation matrix used to calculate AR coefficients. Thereby,
even if the receiving antennas and the sub-array receive
incoming waves of targets which are more than the number of
the receiving antenna and sub-array and the number of setting
orders, it becomes possible to accurately calculate AR coef-
ficients.

In step S101 of the flowchart in FIG. 14, complex number
data are repeatedly detected. Then, the complex number data
time-sequentially generate normal equations. A traveling
time average process is applied to the normal equations, so
that accuracy of spectra and estimations of the orders can be
improved.

As a specific process, for example, elements of each order
of'generated normal equations are stored into the storage area.
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The elements of the normal equations consist of a covari-
ance matrix, AR coefficients (vector) and a right hand side
vector as units.

In steps S102, S104, and S106, the direction estimating
unit 30 takes an averaged covariance matrix and AR coeffi-
cients based on a right hand side vector when obtaining AR
coefficients. Then an averaging process is performed for the
AR coefficients. An averaged covariance matrix and a right
hand vector are obtained by performing the traveling time
average process for between a past covariance vector and a
past right hand vector processed in the past detecting cycle
and the present covariance vector and the present right hand
vector detected in the present detecting cycle. The averaging
process of AR coefficients are obtained by performing the
traveling time average process for between a past AR coeffi-
cient detected in the past detecting cycle and the present AR
coefficient detected in the present detecting cycle. For
example, the traveling time average process for the covari-
ance matrix method can be seen in Japanese Unexamined
Patent Application, First Publication No 2009-156582.

The direction estimating unit 30 performs data processing
after the step S1089 based on the AR coefficient and the
variance of white noise led from the normal equation per-
formed by the traveling time average process. Thereby, deter-
minations with low detecting errors can be performed and the
accuracy of target detection can be improved.

Furthermore, the electronic scanning radar apparatus in
accordance with the present embodiment is mounted on a
moving body.

The reception part of the apparatus includes a plurality of
receiving antennas 1-1 through 1-n which receive incoming
waves, in which the incoming waves are reflection waves of a
transmission wave reflected by a target (or targets).

The mixers 2-1 through 2-n generate beat signals from the
transmission waves and the receiving waves. The frequency
resolution processing unit 22 of the signal processing unit 20
performs the frequency resolution for the beat signals into
beat frequencies with a predetermined frequency band width,
and calculates datasets of complex number data based on the
beat frequencies. The peak detector 23 detects the existence
of the target by detecting a peak value from the intensities of
beat frequencies. The direction estimating unit 30 calculates
the incoming direction of receiving waves based on the nor-
mal equation with a selected order according to the number of
receiving waves, in which the normal equations have different
orders generated based on the complex number data of
detected beat frequency which has detected a target for each
antenna.

Thereby, for the normal equations obtained by the AR
spectrum estimation method, AR coefficients and variances
of' white noise can be obtained from normal equations having
different orders. The operation process using the obtained AR
coefficient and the variance value of white noise makes it
possible to calculate the number of receiving waves with light
calculation load.

Furthermore, in the direction estimating unit 30, the nor-
mal equation generation unit 301 generates normal equations
having different orders based on a covariance matrix and a
right hand side vector obtained from complex number data, in
which the normal equation which has a covariance matrix, AR
coefficient and a right hand side vector as elements. The AR
coefficient calculation unit 302 obtains an AR coefficient
having an order according to the order of the generated nor-
mal equation based on the AR model indicated by the normal
equation having different order. The determination unit 303
determines the number of receiving waves based on the
obtained AR coefficient. The power spectrum calculation unit
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304 calculates the direction of the receiving wave from the
power spectrum obtained based on the AR coefficient having
an order which is selected according to the determined num-
ber of receiving waves.

Thereby, the direction estimating unit 30 can calculate the
direction of the receiving wave based on the number of
receiving waves determined by the determination unit 303.
The power spectrum calculation unit 304 chooses the order of
the AR coefficient from AR coefficients having different
orders. The power spectrum calculation unit 304 calculates
the direction of the receiving wave which is obtained based on
the AR coefficient having the chosen order.

Furthermore, the AR coefficient calculation unit 302
obtains the variance value of white noise having an order
corresponding to the order of the normal equation, based on
the AR model indicated as normal equations having different
order.

The determination unit 303 determines the number of
receiving waves based on the obtained variance value of white
noise.

Thereby, the direction estimation unit 30 can determine the
number of receiving waves based on two parameters led from
the normal equations having different orders.

Furthermore, for the direction estimating unit 30 in accor-
dance with the present embodiment, the different orders cor-
respond to a plurality of orders indicated by any natural
numbers. For the direction estimating unit 30 in accordance
with the present embodiment, the different orders are orders
expressed by continuous natural numbers being indicated
from 1 to any natural number.

Thereby, the operating process can be performed by the
limited information of orders, which can reduce the calcula-
tion load (operation load).

Furthermore, the order of the normal equation in accor-
dance with the present embodiment is set to be greater than
the number of detected targets.

Also, in the direction estimating unit 30, the order of AR
coefficients is selected according to the number of determined
receiving waves. When the determination unit 303 deter-
mines the number of receiving waves to be “1,” the direction
estimating unit 30 sets the order of AR coefficients to be a first
order or a second order.

In this way, it can avoid error peaks that can be generated
when a data processing is performed for AR coefficients of a
high order.

As described above, the descriptions of the first through
eighth embodiments of the present invention have been made
for FMCW type radars using FIG. 1, these embodiments can
be applied to other type FMCW radars which use other types
of antennas.

Further, the present embodiments can be applied to other
types of radars such as multiple continuous wave CW radars,
pulse radars or the like.

In the present embodiment, the data processing is
explained as examples, in which a direction is obtained by
calculating peaks of a power spectrum. In stead of obtaining
the power spectrum, the direction may be estimated based on
a pole obtained by a calculation for solving a high order
equation.

The Modified Covariance Method described in the present
embodiment is known as the Forward and Backward Linear
Prediction Method, or simply referred to as the FBLP
method.

Further, in the present embodiment, an example has been
given for a case where three targets were to be detected.
However, the number of targets is not limited to three. It can
apply to any number of targets.
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Although the third order normal equation is described as an
example in the present embodiment, an arbitrary order of
equation can be chosen according to the required number of
targets to be detected as long as the original number of chan-
nels is not limited.

Further, a receiving wave direction estimation program
may be recorded into computer readable recording media to
achieve the functions of control units 20, 20B, 20C and 20D
in FIGS. 1, 17, 19, and 21. The programs recorded in the
media may be read by a computer system and be performed.
Thereby, the direction estimation may be performed based on
receiving waves. The correlation matrixes may be performed
by the averaging process to obtain significant effects of
improving the accuracy of the detection.

In this case, the “computer system” may include an opera-
tion system and hardware such as a peripheral apparatus or
the like. The “computer system” may include a system which
can display home pages (or the like) and www ("world wide
web’) networks.

The “computer readable recording media” may include a
flexible disk, an optical magnetic disk, ROM, CD-ROM or the
like, and a hard drive installed in the computer system. Fur-
ther, the “computer readable recording media” may include
an apparatus such as a server or a volatile memory (RAM or
the like) installed in the computer system, which can tempo-
rarily store the programs.

Further, the programs described above may be transmitted
from a storage device or the like included in the computer
system to another computer system via transmission media or
a transmission wave in the transmission media.

The “transmission media,” which transmits the programs,
include a medium which has a function capable of transmit-
ting information, similar to networks such as the Internet or
the like, and communication lines such as telephone lines or
the like. The communication network may include wireless
networks.

The programs described above may be able to achieve part
of the function described above. Further, the functions
described above may be used by combination with programs
which are already installed in the computer system, i.e., the
programs may be differential files or differential programs.

As used herein, the following directional terms “forward,
rearward, above, downward, vertical, horizontal, below, and
transverse” as well as any other similar directional terms refer
to those directions of an apparatus equipped with the present
invention. Accordingly, these terms, as utilized to describe the
present invention should be interpreted relative to an appara-
tus equipped with the present invention.

The term “configured” is used to describe a component, a
section or a part of a device includes hardware and/or soft-
ware that is constructed and/or programmed to carry out the
desired function.

Moreover, terms that are expressed as “means-plus func-
tion” in the claims should include any structure that can be
utilized to carry out the function of that part of the present
invention.

The terms of degree such as “substantially,” “about,” and
“approximately” as used herein mean a reasonable amount of
deviation of the modified term such that the end result is not
significantly changed. For example, these terms can be con-
strued as including a deviation of at least +5 percent of the
modified term if this deviation would not negate the meaning
of the word it modifies.

While preferred embodiments of the invention have been
described and illustrated above, it should be understood that
these are exemplary of the invention and are not to be con-
sidered as limiting. Additions, omissions, substitutions, and
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other modifications can be made without departing from the
spirit or scope of the present invention. Accordingly, the
invention is not to be considered as being limited by the
foregoing description, and is only limited by the scope of the
appended claims.

What is claimed is:

1. An electronic scanning radar apparatus, which is
mounted on a moving body, the electronic scanning radar
apparatus comprising:

a transmission unit configured to transmit a transmission

wave,

a receiving unit including a plurality of antennas receiving
a receiving wave coming from a target, the receiving
wave being formed from a reflection wave of the trans-
mission wave reflected at the target;

a beat signal generation unit configured to generate beat
signals in response to the transmission wave and the
receiving wave;

afrequency resolution processing unit configured to obtain
complex number data calculated from beat frequencies
having signal levels obtained by performing a frequency
resolution for the beat signals based on a predetermined
frequency width;

a peak detector configured to detect an existence of the
target by detecting peak signal levels of the beat frequen-
cies; and

a direction detecting unit configured to calculate an incom-
ing direction of the receiving wave based on a normal
equation having an order, the order being selected in
response to a number of receiving waves led from nor-
mal equations having different orders, each of the beat
frequencies being obtained from each of the antennas,
the normal equations having the different orders formed
based on the complex number data of the beat frequen-
cies having detected the existence of the target.

2. The electronic scanning radar apparatus as claimed in

claim 1, wherein the direction detecting unit comprises:

a normal equation generation unit configured to generate
the normal equation based on a covariance matrix and a
right hand side vector, the covariance matrix and the
right hand side vector being obtained from the complex
number data having different orders, each of the normal
equations being expressed by a linear equation having
elements, the elements including the covariance matrix,
an AR coefficient and the right hand side vector;

an AR coefficient calculation unit configured to obtain the
AR coefficient having an order corresponding to the
order of the normal equation based on an AR model
expressed by normal equations having different orders;

a determination unit configured to determine a number of
receiving waves based on the AR coefficient obtained by
the AR coefficient calculation unit; and

a power spectrum calculation unit configured to calculate
an incoming direction of the receiving wave from a
power spectrum obtained based on the AR coefficient
having an order selected in response to the number of
receiving waves determined from the obtained AR coef-
ficient.

3. The electronic scanning radar apparatus as claimed in
claim 2, wherein the AR coefficient calculation unit leads a
variance value of white noise having an order of the variance
value corresponding to the order of the normal equation based
on the AR model, and the determination unit determines the
number of the receiving waves based on the variance value
and the obtained AR coefficient.
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4. The electronic scanning radar apparatus as claimed in
claim 1, wherein the different orders of the normal equations
are a plurality of orders expressed by any natural numbers.

5. The electronic scanning radar apparatus as claimed in
claim 1, wherein the different orders of the normal equations
are continuous natural numbers indicated from 1 to any natu-
ral number.

6. The electronic scanning radar apparatus as claimed in
claim 1, wherein the order of the normal equation is set to be
greater than a number of targets.

7. The electronic scanning radar apparatus as claimed in
claim 2, wherein when the number of receiving waves is
determined to be one, an order of the AR coefficient is set to
be one or two according to the number of the receiving waves.

8. The electronic scanning radar apparatus as claimed in
claim 1, further comprising:

a DBF processing unit configured to detect the existence of
the target and a direction of the target using a digital
beam forming process based on the complex number
data, wherein the digital beam forming process
increases a detecting sensitivity of the receiving waves
for a predetermined direction, and the peak detector
detects the direction of the target based on the digital
beam forming process performed for the beat frequen-
cies.

9. The electronic scanning radar apparatus according to

claim 8, wherein the DBF processing unit comprises:

a channel deletion unit configured to calculate spatial com-
plex number data indicating spectrum intensities for
respective angle channels corresponding to the predeter-
mined direction determined based on the digital beam
forming process of the DBF process unit, when each of
the spectrum intensities of adjacent angle channels
within a predetermined range of the angle channels
exceeds a predetermined threshold level, the channel
deletion unit remains each of the spectrum intensities
and detects the existence of the target as a DBF target,
the channel deletion unit replaces the spectrum intensi-
ties of the rest of the angle channels having the intensi-
ties smaller than the predetermined threshold level by
zero and generates renewed spatial complex number
data based on the remained and replaced intensities; and

an IDBF process unit configured to generate restored com-
plex number data by performing an inverse digital beam
forming process for the renewed spatial complex num-
ber data, wherein the normal equation generation unit
generates a normal equation by obtaining a correlation
matrix from the restored complex number data.

10. The electronic scanning radar apparatus according to
claim 9, wherein when the channel deletion unit detects a
plurality of DBF targets, the channel deletion unit divides a
spectrum of the DBF targets into channel ranges respectively
corresponding to the DBF targets and generates spatial com-
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plex number data, and a number of datasets of the spatial
complex number data corresponds to a number of the DBF
targets, and

the electronic scanning radar apparatus further comprises:

an IDBF forming unit configured to perform the inverse

digital beam forming process for the spatial complex
number data and generate renewed complex number
data respectively corresponding to the DBF targets, and
the normal equation generation unit calculates a corre-
lation matrix for each of the DBF targets based on the
renewed complex number data.

11. A method of estimating an incoming direction of a
receiving wave, the method comprising:

transmitting a transmission wave;

receiving a receiving wave by a plurality of antennas, the

receiving wave coming from a target;

generating beat signals in response to the transmission

wave and the receiving wave;

performing a frequency resolution for the beat signals into

a predetermined number of frequencies and obtaining
complex number data;

detecting peak signal levels of the beat frequencies and

detecting an existence of the target; and

calculating an incoming direction of the receiving wave

based on a normal equation having an order, the order of
the normal equation being selected in response to a
number of receiving waves obtained from normal equa-
tions, each of the normal equations having different
orders formed based on the complex number data of
each of the beat frequencies having detected the exist-
ence of the target.

12. A computer-readable storage media storing a receiving
wave direction estimation program for causing a computer to
control an electronic scanning radar apparatus, which is
mounted on a moving body, the receiving wave direction
estimation program comprising:

transmitting a transmission wave;

receiving a receiving wave by a plurality of antennas, the

receiving wave coming from a target;

generating beat signals in response to the transmission

wave and the receiving wave;

performing a frequency resolution for the beat signals into

a predetermined number of frequencies and obtaining
complex number data;

detecting peak signal levels of the beat frequencies and

detecting an existence of the target; and

calculating an incoming direction of the receiving wave

based on a normal equation having an order, the order of
the normal equation being selected in response to a
number of receiving waves obtained from normal equa-
tions, each of the normal equations having different
orders formed based on the complex number data of
each of the beat frequencies having detected the exist-
ence of the target.
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