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1

UNMANNED VEHICLE CONTROL SYSTEM WITH
GUIDE LINE DETECTION

BACKGROUND OF THE INVENTION

1. Field of the Invention o

The present invention relates to a system for control-
ling an unmanned vehicle by detection of a guide line
based on a picture image picked up by a camera on the
vehicle. The system according to the present invention
can be used for automatically driving an unmanned
vehicle along a guide line on the ground by using detec-
tion of the guide line by processing picture data and by
controlling the vehicle steering by, for example, a fuzzy
inference.

2. Description of the Related Arts

In a prior art control of an unmanned vehicle by
detection of a guide line based on a picture image
picked up by a camera on the vehicle, the so-called
parameter space method is used in which data of ex-
tracted points are obtained, parameters (p, 9) are de-
rived from the extracted point data, the maximum den-
sity parameter is derived, and accordingly the parame-
ters (p, 8) of the guide line are determined based on the
maximum density parameter.

Of the above parameters, p represents the distance of
the guide line picture from the reference point in the
picture plane, and 6 represents the angle of the guide
line picture from the reference line in the picture plane.

The guide line is represented by the following equa-
tion (1), where X and Y are the coordinates of an ex-
tracted point on the guide line.

Xcosf+ Ysinf=p [4))]

In the determination of the parameter of the guide
line, the p- @ space is divided by a grid pattern into a
plurality of squares, the integration of parameters is
carried out for each of the squares, the density of the
parameters is calculated for each of the squares, and
accordingly the parameter of the guide line is deter-
mined.

However, there have been problems in the prior arts
such that a great many calculations are needed for the
determination of the parameter of guide line, much time
is needed for the calculations, no measures are taken to
counteract the variations of the vehicle motion, and the
data processings are apt to be affected by the existence
of noise data caused by the variations of the vehicle
motion.

SUMMARY OF THE INVENTION

It is an object of the present invention to provide an
improved system for controlling an unmanned vehicle
by detection of a guide line based on a picture image
picked up by a camera on the vehicle by which the
detection of the guide line by a picture data processing
can be carried out more precisely and quickly and the
control of the vehicle steering can be carried out more
reliably.

In accordance with a basic aspect of the present in-
vention, there is provided a system for controlling an
unmanned vehicle by detection of a guide line based on
a picture image picked up by a camera on the vehicle,
the system including a parameter (p, 6) deriving unit for
deriving parameters (p, 8) of a point extracted from a
picture image picked up by a camera; and a maximum
density parameter detection unit for integrating the
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densities of parameters derived by the parameter deriv-
ing unit and determining the maximum density parame-
ter from the integrated densities of the parameters. The
maximum density parameter is determined from the
parameter derived by the parameter deriving unit for
the parameter area having at the center thereof the
parameter estimated from the maximum density param-
eter.

The detected maximum density parameter is decided
as the parameter of the guide line.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings,

FIG. 1 illustrates an unmanned vehicle on a road
having a guide line to which the system according to
the present invention is to be applied;

FIG. 2 iliustrates the correspondence between a
picked-up picture image of a forward view and a pic-
ture image derived by data processing;

FIG. 3 shows a system for controlling an unmanned
vehicle according to an embodiment of the present
invention;

FIG. 4 illustrates the relationship between the defini-
tion of parameters of a guide line in the picture image
plane and the designation of the parameter in the p- 6
space;

FIG. § shows a setting of an estimated area in the p-
@ space by a process of parameter estimation;

FIG. 6 shows a flow chart of the operation of the
system of FIG. 3;

FIG. 7 shows a system for controlling an unmanned
vehicle according to another embodiment of the present
invention;

FIG. 8 shows examples of the correspondence be-
tween the estimated area in the p- 8 space and the atten-
tion area in the picture image plane;

FIG. 9 shows an example of the estimation of the
attention area by the system of FIG. 7,

FIG. 10 shows a flow chart of the operation of the
system of FIG. 7;

FIGS. 11A and 11 B show a system for controlling an
unmanned vehicle according to still another embodi-
ment of the present invention;

FIGS. 12A and 12B illustrate the parallel and perpen-
dicular components of a line segment and the distance
of a point with respect to an estimated straight line;

FIGS. 13 and 14 show flow charts of the operation of
the system of FIG. 11;

FIG. 15 shows a system for controlling an unmanned
vehicle according to a further embodiment of the pres-
ent invention;

FIGS. 16, 16A - 16C show the structure of the picture
data processing unit in the system of FIG. 15;

FIG. 17 shows the structure of the steered amount
determination portion in the system of FIG. 15;

FIG. 18, 18A and 18B show the structure of the fuzzy
inference processing portion in the steered amount de-
termination portion of FIG. 17,

FIGS. 19 and 20 illustrate an example of steering
decision by using the fuzzy inference; and

FIGS. 21 and 22 illustrate examples of tables showing
the relationship between if-clause and then clause used
by the fuzzy inference.
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DESCRIPTION OF THE PREFERRED
EMBODIMENTS

An unmanned vehicle on a road having a guide line to
which the system according to the present invention is
to be applied is illustrated in FIG. 1. A television cam-
era for picking up a picture image of the forward view
with respect to the vehicle and a control apparatus of
the system according to the present invention are
mounted on the vehicle.

The correspondence between a picked-up picture
image of a forward view and a picture image derived by
data processing is illustrated in FIG. 2.

In the left part of FIG. 2, a picked up picture image
of a forward view including portions of a guide line,
pools, weeds and the like is illustrated. In the right part
of FIG. 2, a picture image derived by the data process-
ing of the picture image of the left part of FIG. 2 is
illustrated. The derived picture image includes a
straight vertical line representing the passage of the
vehicle, a reference point on the straight vertical line,
and a slant straight line representing the guide line.

The distance of the guide line from the reference
point is the length along the line perpendicular to the
guide line from the reference point to the crossing point
of the guide line and the perpendicular line. The angle
of the guide line is the angle between the vehicle pas-
sage line and the guide line.

A system for controlling an unmanned vehicle ac-
cording to an embodiment of the present invention is
shown in FIG. 3. The system of FIG. 3 includes a tele-
vision camera 1, an extracted point obtaining portion
21, an extracted point coordinate storing portion 22, a
parameter deriving portion 23, a parameter determina-
tion portion 31, a parameter density integration portion
32, a parameter density storing portion 33, a maximum
density parameter detecting portion 34, a guide line
parameter storing portion 35, an estimated parameter
area calculating portion 36, and an estimated parameter
area storing portion 37.

The camera 1 picks up the picture image of a guide
line in the forward view. The guide line may be a line
drawn on the ground along which the vehicle is to run.
Alternatively, the guide line may be the border between
an area of mown lawn and an area of unmown lawn in
the case of the vehicle being an unmanned lawn mower.
The extracted point obtaining portion 21 derives points
of a predetermined nature, such as white color as the
color of the guide line, as the extracted points from the
picked up picture image. The extracted point coordi-
nate storing portion 22 stores the coordinates of the
extracted points. The parameter deriving portion 23
derives the parameters (p, 8) of the extracted points
from the coordinates read from the extracted point
coordinate storing portion 22.

The parameter determination portion 31 checks
whether the derived parameter derived by the parame-
ter deriving portion 23 is within the estimated parame-
ter area. Stored in the estimated parameter area storing
portion 37 or not, and sends an instruction to the param-
eter density integration portion 32 to carry out an inte-
gration of the parameter densities when the derived
parameter is within the estimated parameter area, but
sends an instruction not to carry out the integration of
the parameter densities when the derived parameter is
outside the estimated parameter area. Because of this
process, the amount of calculation can be reduced.
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The parameter density integration portion 32 carries
out an integration of the parameter densities concerning
the relevant region in the p- 6 space based on the param-
eters derived in the parameter deriving portion 23. The
parameter density storing portion 23 stores the parame-
ter densities from the parameter density integration
portion 32. The maximum density parameter detection
portion 34 determines the parameter of the maximum
density with regard to a square divided in the p- 6 space
among the parameters integrated in the p- 6 space. The
guide line parameter storing portion 35 stores the maxi-
mum density parameter determined in the maximum
density parameter detection portion 34.

The estimated parameter area calculation portion 36
calculates an estimated parameter area from the past
parameters for the guide line.

The relationship between the definition of parameters
of a guide line in the picture image plane and the desig-
nation of the parameter in the p- 6 space is illustrated in
FIG. 4. In 'the left part of FIG. 4, distance p of the guide
line from the reference point and angle 6 of the guide
line from the vehicle running passage in the picture
plane are shown. The guide line is represented by the
equation (1) indicated hereinbefore. In the right part of
FIG. 4, the p- Ospace is divided with a grid pattern into
a plurality of squares, and POINT (p, 8) is designated in
the p- 6 space in correspondence with the values (p, )
for the guide line in the left part of FIG. 4.

A setting of an estimated area in the p-  space by a
process of parameter estimation is illustrated in FIG. 5.
In FIG. 5, P represents the parameters (p1, 61) of the
past point, Q represents the parameters (p2, 2) of the
current point, and R represents the parameters (p3, 63)
of the estimated point. The parameters of the estimated
point R are derived in accordance with a linear estima-
tion process. Examples of the linear estimation process
are as follows.

In the case of the derivation of the estimated point
R(p3, 63) from the parameters (p2, 62) for the current
point Q, an estimation: p3 =#8and p3 =62 is carried out,
and a rectangular area in the p- @ space having the
longitudinal length an and the lateral length Ap and
having the estimated point R(63, p3) at the center
thereof is determined as the estimated area.

In the case of the derivation of the estimated point
R(p3, 63) from the parameters (p2, 62) for the current
point Q and the parameters (p1, 61) for the past point P,
an estimation: p3=p2+(p2 - p1) and 63 =62+ (62 - 61)
is carried out, and a rectangular area having the longitu-
dinal length Ap and the lateral length Afand having the
estimated point R(p3, p3) at the center thereof is deter-
mined as the estimated area.

After the determination of the estimation area in ei-
ther of the above-described cases, if the number of the
parameters in the estimated area becomes less than a
predetermined threshold value N(THI), the estimated
area is expanded by increasing Ap and A@ with the
center thereof at the estimated point R(p3, 83), but if the
number of the parameters in the estimated area becomes
larger than a predetermined threshold value N(TH2),
the estimated area is reduced by reducing Ap and A@
with the center thereof at the estimated point R(p3, 63).

The operation of the system of FIG. 3 will be ex-
plained with reference to FIG. 6 showing a flow chart
of the operation.

A picture data is received through the camera 1 in
step S11. Data of color, e.g., white color, is obtained in
step S12. An extracted point is obtained by using a
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logical filter, e.g., a logical filter of 3 dots by 3 dots, in
step S13. A decision of whether or not the current pic-
ture is a first time picture is carried out in step S14. The
fact that the content of the estimated parameter area
storing portion 37 is zero when the current picture is the
first time picture has been taken into consideration.

When the decision is NO, an estimation of the current
parameter is carried out based on the past parameter in
step S15, and a region for which a calculation is to be
carried out as shown in FIG. § as the estimated area, is
determined in step S16.

When the decision is YES in step S14, parameters (p,
6) are derived in step S17.

With regard to the second time and the subsequent
pictures, the derivation of the parameters is carried out
in step S17 based on the result of the determination of
step S16.

The parameters are integrated in step S18 to calculate
the density of parameters in the squares of the p-
space. The maximum density parameter is determined
to find out the coordinates for the maximum density
parameter in step S19, so that the maximum density
parameter is delivered as the parameter of the guide line
is delivered, as the result of the determination.

Thus, in the operation of the system of FIG. 3, the
parameter deriving process is carried out only in the

estimated area estimated from the derived parameters of -

the guide line. Accordingly, the amount of data pro-
cessing for deriving the parameters is reduced, the pa-
rameter of the guide line is determined at high speed,
the introduction of noise data is effectively prevented,
and thus the parameter of the guide line is obtained with
high precision.

A system for controlling an unmanned vehicle ac-
cording to another embodiment of the present invention
is shown in FIG. 7. The system of FIG. 7 includes a
camera 1, an extracted point obtaining portion 21, an
extracted point coordinate storing portion 22, a parame-
ter deriving portion 23, a parameter density integration
portion 24, a parameter density storing portion 25, a
maximum parameter density detecting portion 26, a
guide line parameter storing portion 27, an estimated
parameter area calculation portion 28, an attention area
table storage 41, an attention area determination portion
43, and an attention area storing portion 44. In an alter-
nate embodiment of the system, an expanded attention
area table storage 42 may be included.

The operations of the camera 1 through the estimated
parameter area calculation portion 28 are similar to
those of the corresponding portions in the case of FIG.
3

The table stored in the attention area table storage 41
is a table representing a conversion from an estimated
area in the p- @ space to an attention area in the picture
image plane, as illustrated, for example, in FIG. 8. In the
attention area determination portion 43, an attention
area in the picture image plane is determined in corre-
spondence with an estimated area in the p- 8 space by
using the attention area table. The attention area storing
portion 44 stores an attention area data determined in
the attention area determination portion 43.

Examples of the correspondence between the esti-
mated area in the p- 6 space and the attention area in the
picture image plane are shown in FIG. 8. In each of the
cases in FIG. 8, the left part represents the p- 6 space
and the right part represents the picture image plane.
The attention area having hatchings in the p- 0 space
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6
corresponds to the attention area having hatchings in
the picture image plane.

The operation of the system of FIG. 7 will be ex-
plained with reference to FIG. 10 showing a flow chart
of the operation. A picture image data is received
(S201), a color data is obtained (S202), an extracted
point is derived by a logic filter (S203), parameters (p,
0) are derived (S204), the parameters are integrated and
the parameter densities are calculated (S205), the maxi-
mum density parameter is detected (S206), and the pro-
duced data is delivered (S207).

The decision whether the number of the extracted
points is smaller than or equal to a predetermined
threshold number or not is carried out (S208). When the
decision is YES, the process proceeds to the steps $202
to S207. When the decision is NO, estimated parameters
are calculated (S209), an attention area is determined by
referring to the attention area table (S210), and the
processings in the subsequent steps are carried out only
within the attention area (S211).

An example of the estimation of the attention area by
the system of FIG. 7 is shown in FIG. 9. The upper row
of FIG. 9 illustrates the changes in the picture image
plane from the preceding status through the current
status to the estimated status, the lower row of FIG. 9
illustrates the changes in the p- 8 space from the preced-
ing status through the current status to the estimated
status in correspondence with the upper row.

Point (1), point (2), and point (3) in the lower row
correspond to line (1), line (2), and line (3) in the upper
row, respectively. The square attention area having
hatchings and containing point (1), the square attention
area having hatchings and containing point (2), and the
square attention area having hatchings and containing
point (3) in the lower row correspond to a sequence of
attention areas having hatchings in the upper low, re-
spectively.

Based on the change from the attention area in the p-
8 space for the preceding status to the attention area in
the p- @ space for the current status, the attention area in
the p- 6 space for the estimated status is estimated.

As a modification of the system of FIG. 7, it is possi-
ble to supply the information of the number of the ex-
tracted points from the extracted point coordinate stor-
ing portion to the attention area determination portion
as shown by a broken line in FIG. 7. In this modified
system, the attention area determination portion 43
causes the parameter to be derived from the entirety of
the picture plane when the number of the extracted
points is less than a predetermined number, and the
parameter to be derived from the attention area in the
picture plane when the number of the extracted points is
larger than the predetermined number.

As a further modification of the above-described
modification of the system of FIG. 7, it is possible to
provide an expanded attention area table storage 42
connected with the attention area determination portion
43 as shown by a broken line in FIG. 7. The width of the
attention area in the attention area table stored in the
expanded attention area table storage 42 is longer than
the width of the attention area in the attention area table
stored in the attention area table storage 41. In this
further modified system, the attention area determina-
tion portion 43 causes the parameter to be derived from
the expanded attention area converted based on the
expanded attention area table when the number of the
extracted points is less than a predetermined number,
and the parameter to be derived from the attention area
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converted based on the attention area table when the
number of the extracted points is larger than the prede-
termined number.

Thus, in the operation of the system of FIG. 7, the
parameter deriving process is carried out only in the
estimated attention area from the derived parameters of
the guide line. Accordingly, the amount of data pro-
cessing for deriving the parameters is reduced, the pa-
rameter of the guide line is determined at high speed,
the introduction of noise data is effectively prevented,
and thus the parameter of the guide line is obtained with
high precision.

A system for controlling an unmanned vehicle ac-
cording to still another embodiment of the present in-
vention is shown in FIG. 11. The system of FIG. 11
includes a camera 1, an extracted point obtaining por-
tion 21, a received point data storage 22, a parameter
calculation unit 5, a parameter storage 61, a maximum
density parameter determination portion 62, and a resul-
tant parameter storage 63. The parameter calculation
unit 5 includes a point data control portion 51, a first
point temporary storing portion 52, a second point tem-
porary storing portion 53, a p calculating portion 54, a
6 calculating portion 55, and a parameter temporary
storing portion 56.

In the parameter calculation unit 5, a combination of
the parallel component of a line segment connecting
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two of the extracted points read from the received point

data storage 22 with respect to the estimated straight
line which is longer than a predetermined threshold
length, and the perpendicular component of the above-
mentioned line segment with respect to the estimated
straight line which is shorter than the predetermined
threshold length is selected, or a selection of two of the
extracted points read from the extracted points read
from the received point data storage 22 each having a
distance from the estimated straight line which is
shorter than a predetermined threshold length is se-
lected, and the parameters (p, @) of the line segment
connecting these two points is calculated.

In the parameter storage 61, the parameter calculated
in the parameter calculation unit § is stored. In the
maximum density parameter determination portion 62,
the parameters are integrated for each of the grid di-
vided squares and based on the result of the integration
the parameter for the square having the maximum den-
sity parameter is determined as the parameter of the
guide line. In the resultant parameter storage 63, the
determined parameter of the guide line is stored.

In the point data control portion 51, coordinates of
two points from the supplied point data are received.
These two point coordinate data are supplied to the first
point temporary storing portion 52 and the second point
temporary storing portion 53. The two points are se-
lected such that either the parallel component of the
two points with respect to the estimated straight line is
longer than a predetermined threshold length and the
perpendicular component of the above-mentioned two
points is shorter than a predetermined threshold length,
or the distance of the two points with respect to the
estimated straight line is shorter than a predetermined
threshold length. The data of the first of the two points
is temporarily stored in the portion 52, and the data of
the second of the two points in the portion 53. The
coordinate of the first point is X! and Y1, and the coordi-
nate of the second point is X2 and Y2.

In the @ calculating portion 55, the value 8 is calcu-
lated in accordance with the following equation.
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0=ucun(

)

And, in the p calculating portion 55, the value p is
calculated in accordance with the following equation.

p=Xl.cosb + Ylsiné

The calculated values p and 8 are stored in the parame-
ter temporary storing portion 56.

The parallel and perpendicular component of a linge
segment connecting selected two points (P, P2) with
respect to the estimated straight line is illustrated in
FIG. 12A, and the distance of a selected point (P3) with
respect to the estimated straight line is illustrated in
FIG. 12B.

The operation of the system of FIG. 11 is explained
with reference to FIG. 13 and FIG. 14 showing the
flow charts of the operation.

In the flow chart of FIG. 13, picture images are re-
ceived (8301), two points are obtained and parallel and
perpendicular components regarding the estimated
straight line are calculated (S302), and whether or not
the parallel component is longer than or equal to a
threshold length and whether or not the perpendicular
component is shorter than or equal to a threshold length
are decided (S303). When the decision is NO, the pro-
cess proceeds to S305, and, when the decision is YES,
the process proceeds to S304. The parameter for the
connection of the two points is calculated (S304), and
whether or not all combinations have been completed is
decided (S305). When the decision is NO, the process
proceeds to S308 in which the next combination is se-
lected, and subsequently to $302, and, when the deci-
sion is YES, the process proceeds to $306. The region
having the maximum parameter is determined (S306),
and the result of the determination is delivered (S307).

In the flow chart of FIG. 14, picture images are re-
ceived (S401), one point is obtained and the distance of
the one point from the estimated straight line is calcu-
lated (S402). Whether or not the distance is shorter than
or equal to a threshold length is decided (S403). When
the decision is NO, the process proceeds to S405, and,
when the decision is YES the process proceeds to S404
where the data in question is adopted as the object of
parameter calculation.

Whether or not the parameter calculation is com-
pleted is decided in S405. When the decision is NO, the
process proceeds to S406 when the next point is se-
lected, and subsequently to S402, and when the decision
is YES, the process proceeds to S407.

The data of two points is obtained (S407), the param-
eter of the straight line connecting the two points is
calculated (S408), and whether or not all of the combi-
nations are completed is decided (S409).

When the decision is NO, the process proceeds to
S410 when the next combination is selected, and subse-
quently to S407, and when the decision is YES, the
process proceeds to S411.

The region having the maximum parameter density is
determined (S411), and the result of the determination is
delivered (S412).

Thus, in the operation of the system of FIG. 11, the
parameter deriving process including the straight line
parameter calculation and the maximum density param-
cter determination is carried out only for the two points
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satisfying the condition that the parallel component
with respect to the estimated straight line is longer than
a predetermined threshold length and the perpendicular
component with respect to the estimated straight line is
shorter than a predetermined threshold length, or for
the points having distances from the estimated straight
line which is shorter than a predetermined length. Ac-
cordingly, the amount of data processing for deriving
the parameters is reduced, the parameter of the guide

line is determined at high speed, the introduction of 10

noise data is effectively prevented, and thus the parame-
ter of the guide line is obtained with high precision.

A system for controlling an unmanned vehicle ac-
cording to a further embodiment of the present inven-

tion is shown in FIG. 15. More detailed structures of 15

portions of the system of FIG. 15 are shown in FIGS.
16, 17, and 18.

Referring to FIG. 15, the system includes a camera 1,
a picture data processing unit 7 having a color data
obtaining portion 71, a pixel detection portion 72, a
binarization processing portion 73, an attention coordi-
nate determination portion 74, a logic filter 75, an ex-
tracted point determination portion 76, a picture distri-
bution determination portion 77, an extracted point
storing portion 78, a straight line approximation portion
81, a steered amount determination portion 82, and a
steering control portion 83.

The structure of the picture data processing unit 7 is -

illustrated in FIG. 16. In FIG. 16, the color data obtain-
ing portion 71 includes a specific color calculation de-
vice 711, a color intensity calculation device 712, and a
comparator device 713. The pixel detection portion 72
includes an analog-to-digital conversion device 721, a
synchronization signal separating device 722, an X-
coordinate generating device 723, and a Y-coordinate
generating device 724. The logic filter 75 includes regis-
ters 751 to 757 and line buffers 758 and 759. The atten-
tion coordinate determination portion 74 includes an
attention coordinate storage 741. The extracted point
determination portion 76 includes an AND circuit 761,
a counter 762, and registers 768 and 769.

The structure of the steered amount determination
portion 82 is shown in FIG. 17. The structure of FIG.
17 includes a perpendicular line X-component calculat-
ing portion 821, a change-with-time calculating portion
822, a fuzzy inference processing portion 823, and a
fuzzy inference rule data storage 824.

The structure of the fuzzy inference processing por-
tion 823 is shown in FIG. 18. The structure of FIG. 18
includes a fuzzy inference rule retrieving portion 823a,
a membership function data storage 8235, a received
parameter temporary storing portion 823c, a then-clause
membership function data storage 8234, an if-clause
membership function data storage 823¢, a then-clause
restricting portion 823/ an if-clause reliability calculat-
ing portion 823g, a then-clause incorporating portion
8234, a then-clause concluding portion 823/, and a grav-
ity center calculating portion 823;.

Referring to FIG. 15, the extracted point data is ob-
tained by locating an attention pixel surrounded by a
predetermined picture distribution in the picture data
processing unit 7. In the color data obtaining portion 71,
picture image signals having a ratio of the intensity of a
specific color to that of the sum of the three primary
colors, i.e., R, G, and B which is greater than a prede-
termined ratio, are derived. In the pixel detection por-
tion 72, pixel coordinates and pixel values are detected.
In the attention coordinate determination portion 74, it
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is determined whether or not the detected pixel coordi-
nate is a preliminarily stored attention coordinate. In
the binarization processing portion 73, the detected
pixel value is binarized. In the logic filter 75 as a video
speed delay storing device, the binary data is delayed in
accordance with timing of delivery of the output of the
binarization processing portion 73. In the picture distri-
bution determination portion 77, it is determined
whether or not the received predetermined number of
pixels are a predetermined combination of values. In the
extracted point determination portion 76, the pixel co-
ordinate is delivered as the extracted point coordinate
based on the received results of the attention coordinate
determination and the picture distribution determina-
tion.

In the straight line approximation portion 81, a
straight line is derived in correspondence with the guide
line on the road. In the steered amount determination
portion 82, a steered amount is determined based on the
result of the derivation of the straight line. This determi-
nation is carried out by suing the parameter including an
X-direction component of the perpendicular line from a
predetermined reference point to the guide line in the
picture plane, and a change-with-time of the parameter.
In the steering control portion 83, control of a steered
amount is carried out based on the determined steered
amount and the current steered amount.

The picture data processing unit 7 will be explained
with reference to FIG. 16. The picture data from the
camera is supplied to the specific color calculation de-
vice 711 and the color intensity calculation device 712.
In the specific color calculation device 711, the inten-
sity of the color of the guide line, the designated color,
or the like is calculated. The intensity of a color is repre-
sented by the ratio of the intensity of the color to the
sum of the intensities of the three primary colors R, G,
and B. In the color intensity calculation device 712, the
sum of the intensities of the three primary colors R, G,
and B, is calculated. In the comparator device 713, it is
determined whether or not the ratio of the intensity of
the specific color to the sum of the intensities of the
three primary colors is greater than a predetermined
ratio, and delivers the signal of the specific color only
when the determination is affirmative. This makes it
possible to detect the color in question correctly regard-
less of brightness or darkness conditions.

In the analog-to-digital conversion portion 721, the
color signal is converted into a digital signal which is
supplied to the binarization processing portion 73 and
the synchronization signal separating portion 722. In
the synchronization signal separating portion 722, a
synchronization signal for X-coordinate generation
which is to be supplied to the X-coordinate generating
portion 723 is derived, and a synchronization signal for
Y-coordinate generation which is to be supplied to the
Y-coordinate generating portion 724 is derived. For
example, the synchronization signal for X-coordinate
generation is a horizontal synchronization signal, and
that for Y-coordinate generation is a vertical synchroni-
zation signal. The coordinates for the current color
signal are produced in the X-coordinate generating
portion 723 and the Y-coordinate generating portion
724 and are supplied to the attention coordinate storage
74 in the attention coordinate determination portion 74
and the registers 768 and 769 in the extracted point
determination portion 76. The attention coordinates are
preliminarily stored in the attention coordinate storage
741. In the attention coordinate determination portion
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74, it is determined whether or not the supplied X-coor-
dinate and Y-coordinate are the attention coordinates,
and when the determination is affirmative the signal
indicating the coincidence is supplied to the AND cir-
cuit 761 in the extracted point determination portion 76.

In the binarization processing portion 73, the digital
signal from the analog-to-digital conversion portion 721
is binarized with reference to a predetermined threshold
value. In the logic filter 75 as a video. speed delay stor-
ing portion, the binarized signal from the binarization
processing portion 73 is supplied to the register 751.
The output of the register 751 is supplied to the register
752 and the line buffer 758. The output of the line buffer
758 is supplied to the register 753. The output of the
register 753 is supplied to the register 754 and the line
buffer 759. The output of the register 754 is supplied to
the register 755. The output of the line buffer 759 is
supplied to the register 756. The output of the register
756 is supplied to the register 757. Each of the line
buffers 758 and 759 is a register for registering dots of
one scan line of the television camera. The data of the
dots of one scan line is shifted successively in the line
buffer. A video speed delay storing operation is carried
out by shift registering in the line buffers, and by regis-
tering in the other registers.

The outputs of the registers 52, 753, 754, 755, and 757
are supplied to the picture distribution determination
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portion 77. In the registers 752, 753, 754, 755, and 757,

the binarized data of the coordinates of the dots which
are located in the upper, lower, left, and right sides of
the location represented by the register 754, are regis-
tered. In the picture distribution determination portion
77, it is determined whether or not the pattern of the
data of the upper, lower, left, and right sides is a prede-
termined pattern, and when the determination is affir-
mative, the signal “1” is supplied from the portion 77 to
the AND circuit 761 in the extracted point determina-
tion portion 76.

When an attention coordinate is detected in the atten-
tion coordinate determination portion 74, the signal “1”
is supplied from the attention coordinate determination
portion 74 to the AND circuit 761. Thus, when a signal
“1” is supplied to both inputs of the AND circuit 761,
the signal “1” is supplied to the counter 762. The thus
counted output of the counter 762 and the outputs of the
registers 768 and 769 are supplied to the extracted point
storing portion 78 when the output of the AND circuit
is signal “1”. Thus, in the extracted point storing por-
tion 78, the coordinates which are determined as prede-
termined attention coordinates by the attention coordi-
nate determination portion and determined as a prede-
termined pattern by the picture distribution determina-
tion portion 77, are stored successively.

In each of the.color data obtaining portion 71, the
pixel detection portion 72, the binarization processing
portion 73, the logic filter 75, the attention coordinate
determination portion 74, the picture distribution deter-
mination portion 77, and the extracted point determina-
tion portion 76, the processing is carried out each time
a picture data is supplied. Accordingly, in the arrange-
ment shown in FIG. 16, the data of an extracted point
can be obtained in a real time manner, and the process-
ing of the data of the extracted point can be carried out
in a real time manner. Therefore, a memory device
having a great capacity such as that needed for storing
the entirety of the picked-up data of one picture, is not
necessary.
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The steered amount determination portion 82 will be
explained with reference to FIG. 17. The data of 8 is
supplied to a perpendicular line X-component calculat-
ing portion 821, a change-with-time calculating portion
822, and a fuzzy inference processing portion 823. The
data of p is supplied to the perpendicular line X-compo-
nent calculating portion 821.

In the perpendicular line X-component calculating
portion 821, the X-component of the perpendicular line
from the reference point to the straight guide line is
calculated to produce the value pcos@. The output of
the portion 821 is supplied to the change-with-time
calculating portion 822 and the fuzzy inference process-
ing portion 823.

In the change-with-time calculating portion 822, the
change with time Afand Apcosé of the 6 and ’cos@ with
regard to a specific time unit such as one picture image
unit concerning the television camera, are calculated.
The outputs of the portion 822 are supplied to the fuzzy
inference processing portion 823. In the fuzzy inference
processing portion 823, steered amount is determined
based on the values 6, pcos@, Apcosf, etc. A fuzzy
inference rule data storage 824 is connected to the fuzzy
inference processing portion 823. In the fuzzy inference
processing portion 823, a steered amount is determined
by using the data of the rules stored in the fuzzy infer-
ence rule data storage 824.

Referring to FIG. 18, the structure and operation of
the fuzzy inference processing portion 823 are de-
scribed. In the received parameter temporary storing
portion 823c, the received parameters, such as 8, A#,
pcos8, and Apcosé are temporarily stored. In the mem-
bership function data storage 8235, the distribution of
the membership function is stored for each kind of
membership function. In the fuzzy inference rule re-
trieving portion 823g, the fuzzy rules stored in the fuzzy
inference rule storage are retrieved successively, mem-
bership functions corresponding to the predicates con-
tained in if-clauses or then-clauses of the fuzzy inference
rules are derived by retrieving the membership function
data stored in the storage 823), and the derived mem-
bership function is stored in the if-clause membership
function data storage 823e or the then-clause member-
ship function data storage 8234. A function which al-
ways assumes a value “0” is stored into the then-clause
membership function data storage 8234 at the start of a
retrieve operation of the fuzzy inference rule retrieving
portion 823a.

In the if-clause reliability calculating portion 823g,
the reliabilities of the predicates are calculated by sub-
stituting the membership function stored in the if-clause
membership function data storage 823e with the re-
ceived parameter stored in the received parameter tem-
porary storing portion 823c, the minimum value of the
calculated reliability is then determined, and the de-
rived minimum value is supplied to the then-clause
restricting portion 823/ as a degree of the if-clause reli-
ability.

In the then-clause restricting portion 823/ the then-
clause membership function data stored in the then-
clause membership function data storage 823d is re-
stricted by the if-clause reliability degree, i.c., is treated
to provide the minimum value, to produce the function
distribution which is supplied to the then-clause incor-
porating portion 8234,

In the then-clause incorporating portion 823k, the
maximum value between the function distribution sup-
plied from the then-clause restricting portion 823/ and



5,087,969

13
the function distribution preliminarily stored in the
then-clause concluding portion 823; is determined for
each variable, and the determined maximum value is
resultingly supplied to the then-clause concluding por-
tion 823, -

In the fuzzy inference value retrieving portion 823g,
an instruction is produced to cause a start of the opera-
tion of the gravity center calculating portion 823/ when
the retrieve operation of the fuzzy rule is completed. In
the gravity center calculating portion 823j, the center of
gravity of the function distribution stored in the then-
clause concluding portion 823/ is determined, and the
signal of the determined center of gravity is delivered as
the signal of the steered amount. It is noted that the
center of gravity of function f(x) can be determined by
calculating Ex.f(x).

In the steering control, a human steering operation is
combined with guide line recognition by using fuzzy
inference. An example of a steering decision by using
the fuzzy inference is shown in FIG. 19 and 20. An
example of a picture image plane displaying the running
direction of the vehicle and the guide line is illustrated
in FIG. 19.

In the fuzzy inference, an “if-then” format, such as “if
a given variable is so and so, then the steering is decided
as so and so”, is used. An example of the process of the
steering decision is as follows.

(step 1) The steered amount of the vehicle is inferred -

for each fuzzy rule.

(substep 1.1) Enter the guide line data in the member-
ship functions of each variable in the if-clause and calcu-
late reliability.

(substep 1.2) Since the variables in the IF-clause are
combined by AND logic, calculate the reliability of the
if-clause as the minimum value of the reliability ob-
tained in the substep 1.1. .

(substep 1.3) Restrict the membership functions of th
then-clause to a trapezoidal form using the reliability of
the if-clause.

(step 2) All the inference results of the fuzzy infer-
ences are integrated to calculate the steered amount.

(substep 2.1) Overlay the trapezoidal distributions of
all fuzzy inferences to obtain the maximum value.

(substep 2.2) Determine the gravity center of the
graphic produced by overlaying the trapezoidal distri-
butions as the steered amount.

The example of the process of the steering decision is
illustrated in FIG. 20. Rules (1), (2), and (3) concerning
the membership function of the fuzzy inference are
illustrated in three rows, each illustrating a sequence of
the distance condition, the angle condition, and the
steered amount determination. The result of the fuzzy
inference is illustrated in the right part of FIG. 20 as the
steering decision.

Examples of the table of the relationship between the
if-clause and then-clause by the fuzzy inference are
shown in FIG. 21 and FIG. 22. In the example of FIG.
21, the conditions of pcosf and 6 are indicated in the
if-clause column, and the determination of steered
amount is indicated in the then-clause column. In the
example of FIG. 22, the conditions of pcos@ and Apcosf
are indicated in the if-clause column, and the determina-
tion of steered amount is indicated in the then-clause
column.

Thus, in the operation of the system of FIG. 18, the
processing of the received picture image data is carried
out in a real time manner at high speed using relatively
small capacity memory devices, the control of the steer-
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ing of the vehicle using the result of the picture image
data processing is reliably carried out, and thus the
control of the unmanned vehicle is carried out satisfac-
torily.

We claimed:

1. A system for controlling an unmanned vehicle by
detection of a guide line based on a picture image
picked up by a camera on said vehicle, said system
comprising:

parameter (p, 8) deriving means for deriving parame-

ters (p, 8) of a point extracted from a picture image
picked up by a camera; and

maximum density parameter detection means for

integrating the densities of parameters derived by
said parameter deriving means and determining the
maximum density parameter from the integrated
densities of the parameters;

the maximum density parameter being determined

from the parameter derived by said parameter de-
riving means for the parameter area having at the
center thereof the parameter estimated from the
maximum density parameter;

said detected maximum density parameter being de-

cided as the parameter of said guide line.

2. A system according to claim 1, wherein the param-
eter area is expanded when the number of parameters in
the parameter area becomes less than a predetermined
number, and the parameter area is reduced when the
number of parameters in the parameter area becomes
larger than the predetermined number.

3. A system for controlling an unmanned vehicle by
detection of a guide line from a picture image picked up
by a camera on said vehicle, said system comprising:

parameter (p, 6) deriving means for deriving parame-

ters (p, 6) of a point extracted from a picture image
picked up by a camera;

maximum density parameter detection means for

integrating the densities of parameters derived by
said parameter deriving means and deciding the
maximum density parameter from the integrated
densities of the parameters;

estimated parameter area calculating means for esti-

mating a possible parameter area from past parame-
ters of the maximum density detected by said maxi-
mum density parameter detection means; and

attention region table storing means for storing a

table for converting an estimated parameter area
estimated by said estimated parameter area calcu-
lating means into the corresponding attention re-
gion on the picture image;

parameters being derived by said parameter deriving

means with regard to extracted points in the atten-
tion region converted by said attention region table
storing means;

the parameter of the maximum density being detected

from the derived parameters by said maximum
density parameter detection means to be delivered
as the parameter of said guide line.

4. A system according to claim 3, wherein the atten-
tion region is expanded when the number of the ex-
tracted points in the attention region becomes less than
a predetermined number, and the attention region is
reduced when the number of the extracted points in the
entire region or the attention region becomes larger
than the predetermined number.

5. A method for controlling an unmanned vehicle by
detection of a guide line from a picture image picked up
by a camera on said vehicle in which a straight line
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approximation process is used for calculating an ap-
proximate straight line from received point data, said
straight line approximation process comprising the steps

selecting a combination in which a parallel compo- $§
nent of a line segment connecting two points from
the received point data with respect to an estimated
straight line is longer than a predetermined thresh-
old length and a perpendicular component of the
above-indicated line segment with respect to the
estimated straight line is shorter than a predeter-
mined threshold length by using a parameter calcu-
lation device;

calculating parameters (p, 6) of the line segment con-
necting the selected two points by using the param-
eter calculation device;

integrating the parameters (p, 6) calculated by the
parameter calculation device; and

determining parameter coordinates (p, 8) having the
maximum parameter density as the parameter of 20
the approximate straight line.

6. A system for controlling an unmanned vehicle by

detection of a guide line from a picture image picked up

by a camera on said vehicle in which a straight line

approximation process is used for calculating an ap-

proximate straight line from received point data, com-

prising the steps of:

selecting points each having a distance less than a -
predetermined threshold length from an estimated
straight line by using parameter calculation means;
and

calculating parameters (p, 8) of straight lines passing
through one of the selected points or parameters (p,
8) of a line segment connecting two of the selected
points by using the parameter calculation means;

the parameters of the estimated straight line being
determined from the result of said calculation.

7. A method according to claim 6, wherein integra-

tion of parameters (p, 8) calculated by said parameter

calculation means is repeated for each of grid divided

squares and the parameters for a square having the

maximum density parameter are determined as the pa-

rameters of the approximate straight line.

8. A system for controlling an unmanned vehicle by

detection of a guide line from a picture image picked up

by a camera on said vehicle, said system comprising:

picture picking-up means for picking up a picture
image of a road on which said vehicle is running;

picture processing means for deriving color data from
the picked-up picture image, and deriving a prede-
termined attention pixel having a predetermined
picture image distribution around the same as an
extracted point;

straight line approximation means for deriving a
straight line data of the guide line on the road on 55
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which said vehicle is running from said extracted
point data; and

steered amount determination means for determining

a steered amount of said vehicle based on the
straight line data by said straight line approxima-
tion means, and steering control means for control-
ling a steering of said vehicle based on a steered
amount determined by said steered amount deter-
mination means and a current steering status.

9. A system according to claim 8, wherein said pic-
ture processing means comprises:

color obtaining means for extracting only a picture

image signal having an intensity greater than a
predetermined intensity from a received color pic-
ture image;

pixel detection means for detecting a pixel coordinate

and pixel value from the picture image signal ex-
tracted by said color obtaining means;
attention coordinate determination means for deter-
mining whether or not the detected pixel coordi-
nate is a stored attention pixel coordinate;

binarization processing means for transforming the
detected pixel value into a binary data;

video speed delay storing means for transmitting the

binary data in accordance with an output timing of
said binarization processing means;

pixel distribution detection means for receiving a

predetermined plurality of pixel values out of the
binary data transmitted through said video speed
delay storing means and determining whether or
not the received pixel values are a predetermined
combination of values; and

extracted point determination means for determining

a pixel coordinate as the extracted point coordinate
and supplying the determined pixel coordinate to
said straight line approximation means when the
detected pixel coordinate is determined as the
stored attention signal by said attention coordinate
determination means and the received pixel values
are determined as the predetermined combination
of values by said pixel distribution detection means.

10. A system according to claim 10, wherein a steered
amount is determined based on a parameter containing
an X-directional component of a perpendicular line
from a reference point on the picture image to a guide
line picture image.

11. A system according to claim 10, wherein a steered
amount is determined based on change with time of a
parameter containing an X-directional component of a
perpendicular line from a reference point on the picture
image to a guide line picture image.

12. A system according to claim 8, wherein a fuzzy

inference is used for determining a steered amount.
* & % % =
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